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IMTPEJNCIIOBUE

Y4eOHo-MeToAnYeCKOe MocoOre MPEACTaBIsieT COO00M Kypc aHTIIMHCKOTO
A3bIKa AJIs HpOCbCCCI/IOHaJIBHBIX ueneﬁ, KOTOpBIfI SIBJISIETCST 00s3aTEILHBIM 3TAIIOM
S3bIKOBOM MOJTOTOBKU OyaylIuX OakaiaBpoB.

3amayaMu  y4eOHO-METOJUYECKOTO MOCOOMs SBIIAETCS pAaCUIMPEHHE H
erIy6JIGHI/Ie KOMMYHHKATUBHBIX HABBIKOB H (1)OHOBI>IX 3HAaHUU CTYACHTOB IIO
HaIIpaBJICHUIO IMOATrOTOBKH, (bOpMI/IpOBaHI/Ie Y HHUX HABBIKOB 4AHAJIUTHYCCKOI'O
YTEHUS M OCMBICIICHUS TJIYOMHHOW CTPYKTYphl TEKCTa; CTHUMYJIUPOBAHUE
CaMOCTOSITEJILHOM JIEATEIBHOCTH M YCTHOM peur B 00JacTH MpodecCHuOHATbHON
NeATEeIbHOCTH Oy ayImuXx OakaaaBpoB.

Tematuueckuii MmaTepuan yueOHO-METOUIECKOTO TTOCOOMS CIPYIIIUPOBaH B
14 pasmenos (Units): Computers origins; Architecture (Computer Science);
Computers in our life; Hardware and software; Parallel processing; World Wide
Web; Neural network; Central processing unit; Internet; Microsoft Corporation;
Arithmetic as the elementary branch of mathematics; Adding, subtracting,
multiplying and dividing the whole numbers; Fractions and their meaning; Types
of fractions. Tematudeckoe pa3HOOOpa3We TEKCTOBOTO MarepHalia JiaeT
BO3MOXKHOCTb CTYACHTAM HC TOJIBKO OBJIAJICTH CHCHI/I&HBHOﬁ TCpMHHOJ’IOFHCﬁ B
oOJactTu HH(i)OpMaHI/IOHHO-KOMMYHI/IKaHI/IOHHBIX TGXHOHOFHﬁ, HO u
IIO3HAKOMUTHCA C HCTOpHeﬁ U COBPCMCHHBIM COCTOAHUCM OTPACIIH.

Ka)KI[BIﬁ pasacia COCTOUT H3 OJHOIO H ooJtee AYTCHTUYHBIX TCKCTOB,
COIMPOBOXKIACMBIC VYIIPAXKHCHUAMM, HAIIPABJIICHHBIC HaA 06yLICHI/Ie Pa3INYHbIM
BHUJaM YTCHUA, HA aKTUBU3aAIINIO I/I3yT{eHH0ﬁ JICKCUKHU B P€YH, HAa CTUMYJINPOBAHUC
CTYACHTOB K BbICKA3blIBAaHUSAM MOHOJIOTHYCCKOI'O XapaKTCpa H YYACTHIO B
JUCKYCCHAX Ha HpO(beCCI/IOHaJ'IBHI)Ie TCMBI.
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UNIT |

COMPUTERS ORIGINS

The first suggestion that a machine for mathematical computation could be
built was made more than a hundred years ago by the mathematician Charles
Babbage. We now realize that he understood clearly all the fundamental principles
of modern computers. Babbage was born in Devonshire, England, 1792. He did not
receive a good education, but he taught himself mathematics so well that when he
went in Cambridge, he found that he knew more algebra than his tutor. At that time
mathematics in Cambridge was still under the influence of Newton and was quite
unaffected by the contemporary developments on the continent. Charles Babbage
was outstanding among his contemporaries because he insisted on practical
application of science and mathematics. For example, he wrote widely on the
economic advantages of mass productions and on the development of machine
tools. In 1812 he was sitting in his room looking at a table of logarithms which he
knew to be full of mistakes, when an idea occurred to him of computing all tabular
functions by machinery. Babbage constructed a small working model which he
demonstrated in 1822. The Royal Society supported the project and Babbage was
promised a subsidy. In 1833 he began to think of building a machine which was in
fact the first universal digital computer, as the expression is understood today.

Babbage devoted the rest of his life to an attempt to develop it. He had to
finance all of the work himself and he was only able to finish part of the machine
though he prepared thousands of detailed drawings from which it could be made.
Babbage wrote more than 80 books and papers, bur he was misunderstood by his
contemporaries and died a disappointed man in 1871. He tried to solve by himself
and with his own resources a series of problems which in the end required the
united efforts of two generations of engineers. After his death his son continued his
work and built part of an arithmetic’s unit, which printed out its results directly on

paper.

Vocabulary

to insist - HacTanBaTh
table - TaGnuua
to devote - mocBsamare
to continue - mpomomKaTh
fundamental principals - ocHOBHBIEC TPHHIIAIIBI
advantage - npenMyIecTBo
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to print - pacrieuaraTsb
to finance - ¢punancupoBath
computation - BeIYHCIICHHE

1. Translate the words from Russian into English.
1) MaTtemaTruueckue BEIYUCICHUS

2) OCHOBHBIE TPUHIIUTIBI

3) Xopoiee oOpazoBaHue

4) IlpakTHuecKoe MPUMEHEHNE HAYKNU U MAaTEMATUKH

5) DKOHOMHYECKHE MPEUMYILIECTBA IPOU3BOJICTBA

6) Jlorapudm
7) [Moxcuet GhyHKIMIA TPU TTOMOIITHA MAITHHBI

8) KoncrpyupoBath

9) Pabouas moenb

10) Ludbposoit kommbIOTEP

11) Apudmernueckuii IeHTp

12) PacnieyaTaTh pe3ybTaThl

13) OcHOBHBIC TPUHITUIIBI COBPEMEHHBIX KOMITBIOTEPOB
14) MareMaTHK

15) dunancupoBath

2. Complete the sentences.

1) Babbage was born ....

2) Charles Babbage was outstanding because ...
3) Babbage constructed ...

4) In 1833 he began ...

5) When he went to Cambridge ...
6) Babbage devoted ...

7) Babbage wrote ....

8) He was misunderstood ...

9) Babbage was promised ...

10) His son built ...

11) Babbage did not receive ...
12) He understood clearly ...

3. Agree or disagree. Explain your choice.

1) Babbage knew more algebra than his tutor in Cambridge.

2) He received a good education.

3) Babbage was born in Cambridge.

4) Babbage insisted on the practical application of science and mathematics.
5) Babbage constructed a small working model and demonstrated it in 1833.
6) Babbage finished his machine in 1871.
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7) He was misunderstood by contemporaries.

8) Babbage taught himself mathematics very well.

9) Mathematics in Cambridge was under the influence of Babbage.
10) Babbage wrote on the economic advantages of mass productions.
11) Babbage died a disappointed man in 1833.

4. Answer the questions to the text.

1) When was the first suggestion about computers made?

2) When did Babbage demonstrate a small working model?

3) Did anybody finance all of the work?

4) When did Babbage die?

5) Who continued his work?

6) He did not receive good education, did he?

7) Why was Babbage outstanding among his contemporaries?

8) Who wrote on the economic advantages of mass productions?

9) Who built apart of an arithmetic unit after his death?

10) When did he begin to think of building a machine?

11) At that time mathematics in Cambridge was under the influence of
Newton, wasn't it?

12) Did Babbage finish his work?

5. Translate the sentences. Use the verbs in the necessary tense.

1) Yapie3 be0Oumk pazpadoran neppoiit koMmmbsotep 6osee 100 et Hazan.

2) B 1822 r. be606umx CKOHCTPYHPOBAJI HEOOIBIITYIO PaOOUYI0 MOJIEb.

3) UY.be6Oumx nammcan Oonee 80-M KHUT, HEKOTOPbIE M3 ATHUX KHUT
UCIOJIB3YIOT COBPEMEHHBIE CTY/ICHTHI B HAIlIE BpEMSI.

4) B 1833 r. Y.be60umx Hauan pa3pabaTbiBaTh MEPBBIA YHUBEPCATIHHBIM
1M (POBOI KOMIBIOTED.

5) [locne ero cMepTH CHIH MPOIOHKHII €r0 PadboTy.

6) Hagerock, ums mepBoro coszzparessi KOMIboTepa OyJeT U3BECTHO MHOTUM
MTOKOJICHUSIM.

6. Make up the following sentences negative and interrogative according
to the models:

Model 1 Model 2
Ch. Babbage began to think of He was in his room looking at a
building in 1833. table of logarithms.
Did Ch. Babbage begin to think Was he in his room looking at a
of building in 18337 table of logarithms?
Ch. Babbage did not begin to He was not in his room looking
think of building in 1833. at a table of logarithms.

1) The Royal Society supported the project.
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2) Charles Babbage was outstanding among his contemporaries.

3) At that time mathematics in Cambridge was still under the influence of
Newton.

4) He wrote widely on the economic advantages of mass productions and on
the development of machine tools.

5) In 1812 he was sitting in his room looking at a table of logarithms.

6) Which he knew to be full of mistakes.

7) Babbage constructed a small working model, which he demonstrated in
1822.



UNIT 1l

ARCHITECTURE (COMPUTER SCIENCE)

Architecture (computer science) is a general term referring to the structure of
all or part of a computer system. The term also covers the design of system
software, such as the operating system (the program that controls the computer), as
well as referring to the combination of hardware and basic software that links the
machines on a computer network. Computer architecture refers to an entire
structure and to the details needed to make it functional. Thus, computer
architecture covers computer systems, microprocessors, circuits, and system
programs. Typically, the term does not refer to application programs, such as
spreadsheets or word processing, which are required to perform a task but not to
make the system run.

Architecture deals with both the design of computer components (hardware)
and the creation of operating systems (software) to control the computer. Although
designing and building computers is often considered the province of computer
engineering, in practice there exists considerable overlap with computer science.

Design Elements. In designing a computer system, architects consider five
major elements that make up the system's hardware: the arithmetic/logic unit,
control unit, memory, input, and output. The arithmetic/logic unit performs
arithmetic and compares numerical values. The control unit directs the operation of
the computer by taking the user instructions and transforming them into electrical
signals that the computer's circuitry can understand. The combination of the
arithmetic/logic unit and the control unit is called the central processing unit
(CPU). The memory stores instructions and data. The input and output sections
allow the computer to receive and send data, respectively.

Different hardware architectures are required because of the specialized
needs of systems and users. One user may need a system to display graphics
extremely fast, while another system may have to be optimized for searching a
database or conserving battery power in a laptop computer.

In addition to the hardware design, the architects must consider what
software programs will operate the system. Software, such as programming
languages and operating systems, makes the details of the hardware architecture
invisible to the user. For example, computers that use the C programming language
or a UNIX operating system may appear the same from the user's viewpoint,
although they use different hardware architectures.

Recent Advances. One problem in computer architecture is caused by the
difference between the speed of the CPU and the speed at which memory supplies
instructions and data. Modern CPUs can process instructions in 3 nanoseconds (3
billionths of a second). A typical memory access, however, takes 100 nanoseconds
and each instruction may require multiple accesses. To compensate for this
disparity, new computer chips have been designed that contain small memories,
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called caches, located near the CPU. Because of their proximity to the CPU and
their small size, caches can supply instructions and data faster than normal
memory. Cache memory stores the most frequently used instructions and data and
can greatly increase efficiency.

Although a larger cache memory can hold more data, it also becomes slower.
To compensate, computer architects employ designs with multiple caches. The
design places the smallest and fastest cache nearest the CPU and locates a second
larger and slower cache farther away. This arrangement allows the CPU to operate
on the most frequently accessed instructions and data at top speed and to slow
down only slightly when accessing the secondary cache. Using separate caches for
instructions and data also allows the CPU to retrieve an instruction and data
simultaneously.

Another strategy to increase speed and efficiency is the use of multiple
arithmetic/logic units for simultaneous operations, called superscalar execution. In
this design, instructions are acquired in groups. The control unit examines each
group to see if it contains instructions that can be performed together. Some
designs execute as many as six operations simultaneously. It is rare, however, to
have this many instructions run together; so on average the CPU does not achieve a
six-fold increase in performance.

Multiple computers are sometimes combined into single systems called
parallel processors. When a machine has more than one thousand arithmetic/logic
units, it is said to be massively parallel. Such machines are used primarily for
numerically intensive scientific and engineering computation. Parallel machines
containing as many as sixteen thousand computers have been constructed.

Vocabulary

arrangement — pacnoioxeHue

bus — mrHa

circuit — cxema, Lenb

CconsSuMer — moTpeOuTeNb

Customer — KJIMEHT, MTOKYIaTelb, 3aKa3UnK
disparity — HepaBeHCTBO

execution — BBITIOJIHEHHE

hardware — o6opynoBanue

hub — koHIeHTpaTop, Xab

laptop — mopraTuBHBIH

multiple — MHOrOYHCITEHHBII

option — BapuaHT, BEIOOD

overlap — coBmazenue

particular — ocoObrit

province — o6iacTb

proximity — 6130¢Th

recipient — noxy4aTenb

software — mporpaMmMHO€e 00CCIICUCHHE

10



specification — cnenugukanus, TpeboBanue

spreadsheet — siekTpoHHas TadyIMIA

superscalar — cynepckanspHblit

term — repmMuH, CpoK

to accelerate — yckopsTh, pa3roOHIThCS

to acquire — mpuobperath

to carry out — BBITIOJIHATH, UCIIOIHSTH, TPOBOJAHUTH, OCYIIECTBIISATH
to cover — 3akpbIBaTh, MOKPHIBATh, IPEAyCMaTPUBATh, PACCMAaTPHBATh
to expand — pacupsTh, YBEITUIHBATh

to process — oOpabaTbIBaTh

to refer to — cchuTaThCS HA, OTHOCUTHCS K

to retrieve — u3Bnekarb

wire — mpoBoJI, TPOBOJIOKA

1. Translate the words from Russian into English.

1) Best ctpykTypa
2) DIEKTPOHHBIC TAOTHIIBI
3) Co3nanuie oneparoHHbIX CUCTEM
4) ApudmeTrueckoe/IOrHueckoe yCTpOrUCTBO
5) UpesBbluaiiHO OBICTPO
6) [lopTaTUBHBIA KOMITBIOTED
7) S13bIKu TpOrpaMMUPOBAHUS
8) C TouKH 3peHus MOJb30BaTENs

2. Complete the sentences.

1. Computer architecture refers to an entire structure and... 2. The input and
output sections allow the computer to... 3. Another strategy to increase speed and
efficiency is the use of... 4. Multiple computers are sometimes combined into... 5.
One problem in computer architecture is caused by... 6. Architecture deals with
both the design of computer components (hardware) and... 7. In designing a
computer system, architects consider five major elements... 8. The control unit
examines each group to see if it contains instructions that...

3. Read the words and translate the sentences.

1. to realize — nonumams, ocosnasamo:. He realized that he was driving in
the wrong direction.

2. file — ghaiin, nanxa: You can create a file and edit it, print or delete.

3. to run — ewinoansmo, npoconsme (npoecpammy): You can run several
programs at a time.

4. to release — swinyckams (Ho8YI0O 6epcuio npocpammnozo usdenuss): The
first version of PC-DOS was released in 1981.
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5. capability — cnocobnocms: Windows 95 and 98 have a plug-n-play
capability.

6. to undergo — noodsepecamoucs, ucnvimvieams, nepenocums. The latest
models of computers underwent serious improvements.

7. to enhance - ysemuuusams, ycurueame, YIyHUAMb, PACUUPSMG:
Windows 98 is the enhanced version of Windows 95.

8. click — wenuox: Pressing the button of the mouse twice is called a double
click.

9. access — odocmyn: You can have access to Internet through a local
provider.

10. multitasking — mrocozaoaunviti pexcum: Multitasking capabilities allow
to work with several programs simultaneously.

4. Make up situations using the following words.

a) to realize, capability, to represent, file, to check, to hold a conference, to
show, connection, modern.

b) to enhance, to vary, to feel disappointed, at present, specialists, to run,
however.

¢) multitasking, hardware, software, option, computer system, customer,
seller, to undergo.

5. Insert articles where necessary. Translate the sentences and explain
your choice.

1. What is ... computer? 2. My favourite subject is ... Computer Science. 3.
...Internet is composed of many interconnected computer networks. 4. As
government restrictions were lifted in ... early 1990s, ... Internet became
commercial. 5. In ... 1990 Microsoft became ... first personal-computer software
company to record ... 1 billion dollars in annual sales. 6. Browsers have become
one of ... most important tools for computer network users. 7. When a computer
carries out an instruction, it proceeds through ... five steps.

6. Translate the following sentences paying attention to “there + to be”
and make these sentences negative and interrogative. Use the model:

Model: Are there various computers at our computing center?
There are not various computers at our computing center?

1. There are various computers at our computing center. 2. There will be
some engineers at the seminar on programming tomorrow. 3. There was a lecture
on cybernetics yesterday. 4. There were many ways of solving the problem. 5.
There are many complex parts and units in every computer. 6. There is a student’s
scientific and technical society at our University. 7. There are strong ties between
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Al research and psychology, neurophysiology and linguistics. 8. In most computers
there is only one central processing unit.

7. Read and translate the text.
COMPUTER ARCHITECTURE

Processing Architecture. When a computer carries out an instruction, it
proceeds through five steps. First, the control unit retrieves the instruction from
memory — for example, an instruction to add two numbers. Second, the control unit
decodes the instructions into electronic signals that control the computer. Third, the
control unit fetches the data (the two numbers). Fourth, the arithmetic/logic unit
performs the specific operation (the addition of the two numbers). Fifth, the control
unit saves the result (the sum of the two numbers).

Early computers used only simple instructions because the cost of
electronics capable of carrying out complex instructions was high. As this cost
decreased in the 1960s, more complicated instructions became possible. Complex
instructions (single instructions that specify multiple operations) can save time
because they make it unnecessary for the computer to retrieve additional
instructions. For example, if seven operations are combined in one instruction, then
six of the steps that fetch instructions are eliminated and the computer spends less
time processing that operation. Computers that combine several instructions into a
single operation are called complex instruction set computers (CISC).

However, most programs do not often use complex instructions, but consist
mostly of simple instructions. When these simple instructions are run on CISC
architectures they slow down processing because each instruction — whether simple
or complex — takes longer to decode in a CISC design. An alternative strategy is to
return to designs that use only simple, single-operation instruction sets and make
the most frequently used operations faster in order to increase overall performance.
Computers that follow this design are called reduced instruction set computers
(RISC).

RISC designs are especially fast at the numerical computations required in
science, graphics, and engineering applications. CISC designs are commonly used
for nonnumerical computations because they provide special instruction sets for
handling character data, such as text in a word processing program. Specialized
CISC architectures, called digital signal processors, exist to accelerate processing
of digitized audio and video signals.

Open and Closed Architectures. The CPU of a computer is connected to
memory and to the outside world by means of either an open or a closed
architecture. An open architecture can be expanded after the system has been built,
usually by adding extra circuitry, such as a new microprocessor computer chip
connected to the main system. The specifications of the circuitry are made public,
allowing other companies to manufacture these expansion products.

Closed architectures are usually employed in specialized computers that will
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not require expansion — for example, computers that control microwave ovens.
Some computer manufacturers have used closed architectures so that their
customers can purchase expansion circuitry only from them. This allows the
manufacturer to charge more and reduces the options for the consumer.

Network Architecture. Computers communicate with other computers via
networks. The simplest network is a direct connection between two computers.
However, computers can also be connected over large networks, allowing users to
exchange data, communicate via electronic mail, and share resources such as
printers.

Computers can be connected in several ways. In a ring configuration, data
are transmitted along the ring and each computer in the ring examines this data to
determine if it is the intended recipient. If the data are not intended for a particular
computer, the computer passes the data to the next computer in the ring. This
process is repeated until the data arrive at their intended destination. A ring
network allows multiple messages to be carried simultaneously, but since each
message is checked by each computer, data transmission is slowed.

In a star configuration, computers are linked to a central computer called a
hub. A computer sends the address of the receiver and the data to the hub, which
then links the sending and receiving computers directly. A star network allows
multiple messages to be sent simultaneously, but it is more costly because it uses
an additional computer, the hub, to direct the data.

8. Give a summary of the text using the following questions.

1)  Tell about five steps, when a computer carries out an instruction.

2) Why did early computers use only simple instructions?

3) What is complex instructions? What is complex instruction set
computers?

4)  Are CISC designs commonly used for nonnumerical computations and
why?

5)  Where do we use Open and Closed Architectures?

6)  What is the simplest network?

7)  Are computers linked to a central computer called a hub?

9. Insert prepositions where necessary. Translate the sentences:

1. A browser’s performance depends ... the speed and efficiency ... the
user’s computer. 2. He took this disk ... Jane. 3. Programs fall ... two major
classes: application programs and operating system. 4. Games may be classified ...
several ways. 5. ... the 1960s until the 1980s IBM dominates the global market for
mainframe computers. 6. ...addition ... the hardware design, the architects must
consider what software programs will operate the system. 7. Put this keyboard ...
the box. 8. Experimentation may result ... new theory, such as the discovery that
an artificial neural network exhibits behavior similar to neurons in the brain.
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10. Choose the meanings of the words.

Hcnonp30BaTh 1.and, 2. use, 3.any, 4.read, 5.when

JIro0oi 1.end, 2. and, 3.any, 4.use, 5. when

Yurath 1.divide 2. ready 3. any 4. read 5. when
Jlenuthb 1. do 2. read 3. when 4. divide 5. side
Haxoauts 1. begin 2. later 3. red 4. find 5. and

Korna 1. restore 2. write 3. repeat 4. when 5. Place

11. Make up a dialogue using the following words and word
combinations: computer architecture, hardware, software, major elements,
networks.
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UNIT HI

COMPUTERS IN OUR LIFE

Yesterday’s computers were tools for scientists, mathematicians, and
engineers. Today many businesses and organizations own computers although they
have different types of computers and use them for different purposes. Hardly a
day goes by when do not make a controlled business transaction. Each time we
visit the bank, use a credit card, pay a bill or a ticket a computer lurks behind the
scene, recording each transaction. Computers can process data in a fraction of the
time it would take to perform the same jobs manually. They reduce the paperwork
involved in these transactions and also reduce costs. No area of enterprise seems
without computers nowadays. Scientists build computer models of airplane crashes
in order to determine the ‘crash behavior’ of airplanes, which in turn helps aircraft
designers plan safer seats, windows, and fabrics to decrease fire hazards during a
crash. Ecologists use computers to monitor environmental problems like acid rain
and suggest solutions. Engineers use computers to design replacement for the
damaged bones. Educators use computers in the classroom to perform chemistry
experiments that might otherwise be dangerous. There seems to be no limit to
computer applications. Hard copy, modem, database, peripherals: all these words
refer to a relatively new and rapidly changing technology — that of the computer.
Computers are changing our language, and they are also changing us. No longer
are computer expert the only people who interact with computers. Today the lives
of most of us are affected by computers every day.

Vocabulary

tool - uaCTpyMEHT
Peripheral devices (peripherals) - nepudepuiiabie yctpoiicTa
instruction - komaH1a, MHCTPYKIIUS, YKa3aHUEC
enable - paspermaTh, MO3BOJIATH, AIATh BO3MOKHBIM,
fraction of the time - 3a kopoTkoe Bpems;
to lurk - ckpeIBaThCs, OCTaBaTHCS HE3aMEUCHHBIM;
transaction - caenka, rpymma orneparyii;
to monitor - HabroAaTh, KOHTPOJIUPOBATH, CIICIUTH;
to process - o6pabaTbIBaTh,
solution - pemenue
application - mpumeHeHHE, HCIIOIE30BAHNE
to interact - B3auMoeiicTBOBATE;
to control - yrpaBisiTh, peryMpoBarhb;
to reduce COStS - cokpaliarh 3aTparThl;
otherwise - nHade, HHBIM 00pa30OM;
to affect - BnmsATH, BO3/1EMCTBOBATE.
16



1. Answer the following questions:

. Who interacted with yesterday’s computers?

. What service do computers in business provide?
. How do ecologists use computers?

. How do engineers use them?

. How do educators use them?

. Where can we find computes in our life?

. What computer manufacturers do you know?

~NOoO ok wN—

2. Agree or disagree with the statements. Explain your choice.

1. Today computers are operated only by scientists, mathematicians and
engineers.
2. Businesses and organizations own and use only personnel computers.
3. All computers are produced of the same size and power.
4. In offices computers are used only as typewriters.
. Any kind of job can be performed with the help of the computer.
6. Our lives are affected by computers every day.
7. All country schools have computer classes.

o1

3. Translate the sentences from Russian into English.

1. B Hacrosiiee Bpems Henb3s 000UTHUCh 0€3 KOMITbIOTEpA.

2. Kaxapiii 1eHb MBI XOUM B OaHK, MOJIb3yeMCsl KpEIUTHOU KapToH,
OIIAYMBAEM CUET, UJIU OIUIAYMBAEM CUETA YEPE3 UHTEPHET.

3. KommbroTepsl MOTYT 32 KOPOTKO€E BpeMst 00padoTaTh HHGOPMAIIHIO.

4, Her npenena npuMeHEHUIO KOMIIBIOTEPA.

S. DKOJIOTH UCTIONB3YIOT KOMITBIOTEPHI, UTOOBI HAOMIOAATH 32
npobiieMaMu OKpPY>KaroIlen Cpeibl.

6. VYuéHble CTPOST KOMIIBIOTEPHBIE MOJIEJIN CAMOJIETOB.

7. KomnproTepbl NCMOIB3YIOTCS B Pa3HbIX LIEIX.

4. Complete the following dialogue.

Amy: Hi, Sean. How are you? Omu: [puser, lllon. Kak nema?

Sean: Hi, Amy. I'm fine, thank you. It's

good to hear from you. Ilon

Imu: [Ipoctu, yTo moTpeBoxuia Tebs,
Amy: HO Y MEHS €CTh OJIHa npobiieMa u
JTyMaro, Thl MOT OBbI [TOMOYh MHE C HEH.

Sean: No problem. What's happened? Illon:
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Amy: It's my computer. I've been
having some problems with it lately. |
know that you're good with computers,
so | decided to address you. As for me, |
don't understand a thing in electronic
appliances.

IMuU:

Iou: [louaruo: IlompITarock MOMOYBH

Sean:
tebe. Tak, B uem npodiaema?

Amy: There are actually several

problems here. First of all, my computer
started to shut down unexpectedly. It

wasn't like this before. Secondly, | fail

to open some of my past pictures of OMu:
documents. Thirdly, I can't start the

music. I'm at loss. | think, perhaps, my
computer has become outdated or

something.

Hloun: DT npobiIeMbl J0CTATOYHO
cepbe3Hble. MHE HYKHO IIPUNUTHU U
B3TJISIHYTh Ha Hero. [lonarato, 4o
npo0semMa OTKIFOUEHHS MOXKET OBITh
oT neperpeBanus. BoamoxHo, TeOe
HY’KHO CMEHUTH OaTapero. Korna
Sean: oTpesieneHHbIe (DaliTbl HE
OTKPBIBAIOTCS, 3TO MOXKET OBITh U3-32
Bupyca. [loaTomy HaM nmoHagoOUTCS
HaJIe’)KHAsi aHTUBUPYCHAs MPOrpamMma.
U npobsiema ¢ aynuo daitiiamu MOXeT
OBITH CBsI3aHA C TE€M, YTO TIEEP
ycTapen. Ero Hy>KHO OOHOBUTb.

Imu: BoT BuauIlb, 1 3Haja, 4TO Thl
Amy: KOMITbIOTEPHBIN TeHUI. Thl MOT ObI
3arJIiHyTh KO MHE?

Sean: Yes, of course. When is it more

. Ilon:
convenient for you?

Omu: Yewm panbiie, Tem srydie. S He
Amy: paboTaro Ha 9TOH Hejelne, T0ITOMY

MO>KEIIIb PUATHU B JTF000€ BpeMsl.
Sean: Ok, then. I will come tomorrow
evening if that's all right.

Amy: Owmu: Tak otnuuHo. byny *nath Tes.

Hlon:
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5. Make the monologue on the following topic and discuss it with your
groupmates.

,, Imagine that you could only use one of the following: a computer, a
mobile phone or a car. Which one would you use and why? *

6. Read and translate the following sentences paying attention to modal
verbs and their equivalents:

1. Information or data can be stored in the computer’s memory. 2. An analog
computer is able to calculate by using physical analog of numerical measurements.
3. The first automatic computers could operate at the low speed. 4. My friend was
happy when at last he might work at the computing centre. 5. Every student must
know that a digital computer performs reasonable operations. 6. We ought to help
him to solve this problem by a personal computer. 7. Bits are the smallest units of
information that a computer can process. 8. The languages used to program computers
must have simple logical structures. 9. With Windows, the user can move a cursor
around on the computer screen with a mouse. 10. In Asteroids, a player needs to destroy
asteroids before they crash into the player’s ship.

7. Translate the messages of the computer paying attention to modal
verbs.

1.Cannot recover a) He crnemyer BoccTaHaBiMBaTh HECHEMHBIN
nonremovable drive X. HaKOMUTENb X.
6) Henp3s  BOCCTAaHOBUTH  HECHEMHBIM
HaKOIIUTEIb X.
B) BoccTranoBUTE HECHEMHBIN HAKOTTUTEIND X.

2. Target disk cannot be used  a) /luck, Ha KOTOPBIi OCYIIECTBISCTCS 3aINCh,
for back-up. HE MOJKET OBITH HCIIOJIb30BaH JJII PE3EPBHOIO
KOMTUPOBAHMUSI.

06) He wucnonm3yiiTe naHMCK, HA KOTOPBIU
OCYIIECTBIISIETCS  3alHCh, JUIsI  PE3EPBHOTO
KOITUPOBAHMUS.

B) JlMCK, HA KOTOpBIN OCYIIECTBIISIETCS 3aIUCh,
MOXXET OBITh HCIIOJB30BAaH ISl PE3EPBHOTO

KOIIMPOBAHUS.
3. Unable to create table in a) Bo3MOHO co31aTh TaOJIUIly B PE3UACHTHOM
resident memory. HaMSITH.

6) HeBo3moxxHo co3maTh  TabnMiy B
PE3UAECHTHOM MaMSTH.
B) Co3paiite TabnuIly B pe3uCHTHON MaMsTH.
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4. Target diskette may be

unusable.

5. Drive
specified.

letter

must

be

a) Jluckera, Ha KOTOpPYIO BEIETCSl 3aIlUCh,
SBIISICTCSI HENPUTOAHOIA.

6) Jluckera, Ha KOTOpYIO BEIETCS 3aIlUCh,
MOYKET OBITh HETIPUTOTHOM.

B) Jluckera, Ha KOTOPYIO BEIETCS 3aIlUCh,
JO0JKHA OBITH PUTOAHOM.

a) byksa, ompenensromiasi AUCKOBOI, TOJKHA
OBITh OIlpeneneHa

6) bykBa, ompenensiomas AUCKOBOJ, MOXET
OBITh OIlpeneneHa

B) bykBa, ompenensiomas ~ JTUCKOBOL,
orpeJieneHa
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UNIT IV

HARDWARE AND SOFTWARE

The hardware- the devices composing a computer system.

Computer hardware can be divided into four categories:

o input hardware.

o processing hardware.

o storage hardware.

o output hardware.

Input hardware

Input hardware collects data and converts them into a form suitable for
computer processing. The most common input device is a keyboard. It looks very
much like a typewriter. The mouse is hand-held device connected to the computer
by a small cable. As the mouse is rolled across the desktop, the cursor moves
across the screen. When the cursor reaches the desired location, the user usually
pushes a button on the mouse once or twice to give a command to the computer.

Processing hardware

Processing hardware directs the execution of software instructions in the
computer. The most common components of processing hardware are the central
processing unit and main memory.

The central processing unit (CPU) is the brain of the computer. It reads and
interprets software instructions and coordinates the processing.

Memory is the component of the computer in which information is stored.
There are two types of computer memory: RAM and ROM.

RAM (random access memory) is the memory, used for creating, loading
and running programs.

ROM (read only memory) is computer memory used to hold programmed
instructions to the system. The more memory you have in your computer, the more
operations you can perform.

Storage hardware

The purpose of storage hardware is to store computer instructions and date
hardware.

There are two types of output; soft copy and hard copy. Soft copy is
information that is seen on a television-like screen, of monitor, attached to most
computers. It is temporary; as soon as the monitor is turned off or new information
is required, the old information vanishes. Hard copy is output printed in a tangible
form such as on paper. It can be read without using the computer and can be
conveniently carried around, written on, or passed to other readers.

Vocabulary:
keyboard - knaBuatypa
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MOUSE - MBIIIb

to load - 3arpyxatb

instruction - komana

error message - coo6iieHrue 00 ommoKu

input - BBOI

output - BeIBOA MH(OpMAIIIH

button - knomnka

Memory - namsThb

to create - co3naBarh

soft copy - Msrkas komus, H300pakeHHEe Ha dKpaHe
hard copy - TBepaas Komusi, MaliHHAas (IeyaTHas)
to attach - moxcoenuuATHCS, TOAKIIOYATE

1. Answer the following questions.

. What is hardware?

. What does input hardware do?

. What is the most common input device?

. What are the main components of processing hardware?
. What is the purpose of storage hardware?

. What do you think is a hard copy?

OO0k WNE

N

. Agree or disagree with the statements.

. Hard copy vanishes when we turn the computer off.
. There are two types of input: soft copy and hard copy.
. Processing occurs in the part of the computer called the mouse.
. Information is stored in memory.
. The more memory you have in your computer, the less operations you can
perform.
6. Hard copy can be read without using the computer.

O wNE

3. Fill in the table. Use the picture.

. DISPLAY
' (1) SCREEN_[Z (10)
PRINTER (9) 7 n j
~ (19)CURSOR | I (1)
= MEMORY(J) B RIS Brsk
. — = . v : — 7
VT , PORT(*}
== arD DIk (2
KEYBOARD (4] ! f
==
SESHEST (8)
KEY(5) (6)DRIVE  MOUS
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Ne English terms
1
2 [TamMsTh
3 Hard disk
4 Keyboard
5
6 JluckoBoI
7 ['me3no, mopr
8 Mouse
9 Print
10 Display
11 DKpaH
12 Jluckera, THOKUIN TUCK
13 Cursor
4. Translate the sentences from Russian into English.
1. OgHuM U3 BXOJHBIX YCTPOMCTB SIBISETCS KJIABHATYpA.
2. K ycTpolicTBaM BBOJA OTHOCATCSA MBILIKA, CKaHEP, MUKPO(OH U MHOTOE
JIpYroe.
3. Camas rinaBHas 4acTh KOMIBIOTEpPA — HEHTPAIBHBIN MPOLIECCOP.

4.
5.

[TaMATh MOMOTaeT KOMIIBIOTEPY XPAHUTHh HHPOPMALIUIO.
Yem Oomplie mamsTh B KOMIBIOTEPE, TEM OOJBIIE ONEpaluidl MOXKHO

BBIITIOJIHATD.

6.

KOIIH:I.

5.

CymiecTBylOT 2 THUIa BXOJHBIX YCTPOWCTB: MSTKas KONUA W TBepHas

Translate the following sentences in passive voice and make these

sentences active:

CONO OIS WNBE

»

N -

. Hardware also includes peripheral devices
. Educators used computers in the classroom
. Scientists can build computer models of airplane crashes

. Peripheral devices can be attached to the computer.

. Computer instructions are also called programs.

. This work is usually performed manually.

. Computers were used to monitor environmental problems.

. Today the lives of most of us are affected by a computer every day.

. This program was damaged by a computer virus.

. The ’crash behavior’ of the airplane was determined by the scientists.
. This monitor was designed by Dell Corp.

. Make the following sentences passive:
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4. Today many businesses and organizations own computers
5. These organizations used computers for different purposes
6. Computers can process data in a fraction of time
7. Engineers use computers to design replacement for the damaged bone_
8. Computers are changing our life

7. Translate the following sentences using Past Simple Active or Past
Simple Passive.

1. A cka3an 1. Mue ckazann
2. 5l mocoBeToBa 2. MHe nocoBeTOBaIN
3. OH pa3zpemmi 3. MHe pazpemmiu
4. Ona HapucoBasia 4. Eil HapucoBanu
5. MsI ganu 5. Ham naam

6. OHH OCTaBHIN 6. M octaBmn

7 7

. OH yBUIEn . Ero yBunenu

oo

. Open the brackets choosing the right form of the verb (Active or
Passive).

1. They (posted/ were posted) the letters yesterday

2. The letters (posted/ were posted) yesterday

3. You can (leave/ be left) your case here.

4. The computer can (leave/ be left) here

5. He will (tell/ be told) me the rules of using.

6. The truth (tell/ be told) me.

7. The machine mustn’t (use/ be used) after 6 o’clock.
8. They mustn’t (use/ be used) the machine.

9. Tomorrow | will (pay/ be paid) the bill.

10. Tomorrow the bill will (pay/ be paid).

SOFTWARE

Not visible units the software. Software consists of the instruction to the
computer that enable it to do things, such as finding the best sport to drill for oil or
playing a competitive game of bridge.
These computer instructions are also
called programs. Computers only do
what they are told to do. Often, we want
the computer to do the same thing again
and again. So standard instructions —
programs — are produced. First though, a
computer needs to know where, within
its built-in memory, to store information
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and how to work on it. This basic program is called an operating system (or disk
operating system). One popular operating system, introduced with the IBM
PC, is called MS-DOS (from (M)icro(S)oft (D)isk (O)preating (S)ystem). A recent
development from MS-DOS lets you tell the computer what to do by “pointing” at
things (words or pictures) on the screen. This easy to use system is called
Windows. Once the computer has its operating instructions it can be programmed
to do many other things.

Popular computer programs include word processors, databases,
spreadsheets and graphics:
Word processors produce the printed words — immaculately.
Databases store masses of information — for easy access.
Spreadsheets record and process numbers.
Graphics programs produce graphs and diagrams.

Vocabulary:

data base - 6a3a qaHHBIX

access - 10CTyn

graphic - rpaduka

operating system - omeparioHHas CHCTeMa

to enable - pa3perare, MO3BOJATH, TOMYCKATh
Spreadsheet - sanexTpoHHast TabauUIIA

to record - 3anuchIBaTh

built-in - BcTpoeHHBI#

disk operating system - guckoBas onepanroHHas CHCTeMa
word processor - TeKCTOBBIH TPOIECCOP
directory - mupekropus

root - KopHEBOM

subdirectory - cyonupexropus

7. Answer the following questions.

What is a software?

What is the basic program?

What system is called Windows?

What system is introduced with the IBM PC?
What does word processor do?

What is database?

What programs produce graphs?

What are popular computer programs?

NGO~ WDNE

8. Find the term for each definition.

1. The instructions, which control what a computer does.
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2. This program produces diagrams.

3. This program store information for easy access.

4. This program produces the printed word.

5. Information in an electronic form that can be stored and processed by a
computer.

9. Find the translation of the word.

) KJIaBHIIIa 1. port, 2. key, 3. root, 4. drive, 5. mouse

b) mamsTh 1. error, 2. message, 3. memory, 4.mouse, 5.
name

C) ums 1. port, 2. key, 3. name, 4. mouse, 5.character

d) mopt 1. keyboard, 2.driver, 3. mouse, 4. port 5. file

€) KOpHEBOii 1. hard, 2. floppy, 3. personal, 4. root,

) muckoBoJ 1. disk, 2. diskette, 3. drive, 4. port, 5. screen

J) sxpan 1. display, 2. keyboard, 3. memory, 4. error,5.
screen

h) ommbka 1. root, 2. error, 3. port, 4. print, 5. message

I) mporpamMmMHuoe obecrieuenune | 1. program, 2. hardware, 3. software, 4.
command, 5. character

K) CUMBOJI 1. error, 2. command, 3. name, 4. character,5.
message

9. Choose the words concerning to hardware and concerning to software.

hardware software

1) program, 2) drive, 3) print, 4) device, 5) keyboard, 6) root directory, 7)
floppy disk, 8) memory, 9) hard diskette, 10) key, 11) character, 12) mouse, 13)
error message, 14) computer, 15) file, 16) command, 17) screen, 18) display;

11. Translate the sentences from Russian info English.

1. IlIporpammHoe oOecrieueHHe TMPEACTABISIET COOOW HMHCTPYKIIMH,
MO3BOJISIIOIIME KOMITBIOTEPY BBINOJIHATH Pa3IN4HbIC 331a4H.

2. OnHa w3 Haubosiee MOMYJSPHBIX ONEPAIMOHHBIX CHCTEM Ha3bIBAETCS
Maiikpocodr.

3. KomnbioTepHble MporpamMmbl BKJIIOYAIOT B ce0si TEKCTOBBIN peaakTop,
0a3y JaHHBIX, FpaduUKy.

4. TexcTOBBIN PEIAKTOP OTBEYAET 3a ME€YaTh.

5. baza maHHBIX COXpaHsIET Maccy HH(pOpMaIUK.
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12. Form nouns from the verbs by adding the suffix:

— “jon” (to direct — direction): to subtract, to select, to react, to construct, to
act.

— “sion” (to divide — division): to decide, to include, to conclude, to exclude.

— “ation” (to compute — computation): to inform, to combine, to determine,
to represent, to polarize.

— “ment” (to equip — equipment): to arrange, to require, to measure, to state,
to replace, to establish, to develop.

— “er”, “or”(to work — worker): to invent, to compose, to calculate, to

9

operate, to act, to react, to receive, to transmit, to select, to use, to combine.
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UNIT V

PARALLEL PROCESSING

Parallel Processing, computer technique in which multiple operations are
carried out simultaneously. Parallelism reduces computational time. For this
reason, it is used for many computationally intensive applications such as
predicting economic trends or generating visual special effects for feature films.

Two common ways that parallel processing is accomplished are through
multiprocessing or instruction-level parallelism. Multiprocessing links several
processors — computers or microprocessors (the electronic circuits that provide the
computational power and control of computers) — together to solve a single
problem. Instruction-level parallelism uses a single computer processor that
executes multiple instructions simultaneously.

If a problem is divided evenly into ten independent parts that are solved
simultaneously on ten computers, then the solution requires one tenth of the time it
would take on a single nonparallel computer where each part is solved in
sequential order. Many large problems are easily divisible for parallel processing;
however, some problems are difficult to divide because their parts are
interdependent, requiring the results from another part of the problem before they
can be solved.

Portions of a problem that cannot be calculated in parallel are called serial.
These serial portions determine the computation time for a problem. For example,
suppose a problem has nine million computations that can be done in parallel and
one million computations that must be done serially. Theoretically, nine million
computers could perform nine-tenths of the total computation simultaneously,
leaving one-tenth of the total problem to be computed serially. Therefore, the total
execution time is only one-tenth of what it would be on a single nonparallel
computer, despite the additional nine million processors.

Future Trends and Applications. When a parallel processor performs more
than 1000 operations at a time, it is said to be massively parallel. In most cases,
problems that are suited to massive parallelism involve large amounts of data, such
as in weather forecasting, simulating the properties of hypothetical
pharmaceuticals, and code breaking. Massively parallel processors today are large
and expensive, but technology soon will permit an SIMD processor with 1024
processing elements to reside on a single integrated circuit.

Researchers are finding that the serial portions of some problems can be
processed in parallel, but on different architectures. For example, 90 percent of a
problem may be suited to SIMD, leaving 10 percent that appears to be serial but
merely requires MIMD processing. To accommodate this finding two approaches
are being explored: heterogeneous parallelism combines multiple parallel
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architectures, and configurable computers can change their architecture to suit each
part of the problem.

In 1996 International Business Machines Corporation (IBM) challenged
Garry Kasparov, the reigning world chess champion, to a chess match with a
supercomputer called Deep Blue. The computer utilized 256 microprocessors in a
parallel architecture to compute more than 100 million chess positions per second.
Kasparov won the match with three wins, two draws, and one loss. Deep Blue was
the first computer to win a game against a world champion with regulation time
controls. Some experts predict these types of parallel processing machines will
eventually surpass human chess playing ability, and some speculate that massive
calculating power will one day substitute for intelligence. Deep Blue serves as a
prototype for future computers that will be required to solve complex problems.

Vocabulary

array — mMaccus

bottleneck — y3kwuii; 3aTop

despite — HecMOTps Ha

draw — Huubs, J0TEpes, KepeObeBKa

evenly — paBHOMEpHO, POBHO

feature — uepra, 0cCOOCHHOCTD, TIEpe/Iava; XyA0KECTBEHHBIN
flexible — ruoOkwmit

hypothetical — runorernueckuii

inadvertently — neympItiuIeHHO

integrated — uHTErpUPOBAHHBIN, OOBEAMHEHHBIH

loss — yrpata, yOBITOK, TOTEpPS, IPOUTPBHIIIT

merely — ipocto, ToJBKO

pharmaceutical — papmarnieBTryeckmii

portion — yacTtb, J10JIs, YICI, Y4acTh

safe — Oe30macHbIH, OJIArOIMOTYYHBIN, HAaICKHBIN
similarly — mogo6HbIM 00pa3zoM, TaKUM ke 00pazom
stream — TeyeHue, MOTOK

to accommodate — npenocTaBiATh, BMEIIATh, OKa3bIBATh YCIYTY
to accomplish — 3aBepiate, mocTurath

to challenge — 6pocats BBI30B, OcllapuBaTh

to generate — nponu3BOAUTE, BBI3bIBATh, CO31aBaTh

t0 OCCUr — MPOUCXOANTH, CITYYaThCs, BCTPEUATHCS

to overwrite — mepenuchIBaTh

to permit — mo3BoJIATh, pa3peliarh, 1aBaTh BO3MOKHOCTh
to predict — npencka3piBaTh

to prevent — nmpenorBpalarh

to reign — 1apcTBOBATH, IAPHUTH

to reside — nmpoxuBaTh

to share — nenuTh, pa3aensaTh, BIaJIETh COBMECTHO

to speculate — pa3mbIILIATH
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to substitute — 3amensTs, 3amemars
t0 surpass — npeBOCXOIUTh

1. Ask 10 questions to the text and give answers to them.

2. Translate the words and word combinations from Russian into
English.
1) coenMHATh HECKOIBKO MPOLECCOPOB
2) BBIMTOJHITh MHOTOYHCIICHHBIC KOMaH bl
3) He3aBUCUMBIC YaCTU
4) B mocnea0BaTeIbHOM MOPSJIKE
5) pemuTh 3aa4y
6) OrpOMHOE KOJINYECTBO JIAHHBIX
7) napajuieJIbHO U MOCJIeI0BATENHLHO
8) Bpemsi BBITIOJIHEHUS

3. Find the equivalents:

1. accept 1. 3arpyaTh
2. character 2. 3alIOMUHATh
3. decision 3. U3BIIEKATD
4, instruction 4, KOMaH/1a

5. to boot 5. OTBEYATH

6. to compare 6. OIICHUBATh
7.  toevaluate 7.  TPUHUMATH
8.  torespond 8.  peureHue

9. to retrieve 9. CHMBOJT

10. to store 10. cpaBHuBaTh

4. Read the words and translate the sentences.

1. format — ¢popmam: Sound files are supported in mp3 format.

2. interface — unmepdpeiic (obn1acme 63aumooelicmaus MexHcoy Yer08eKoM U
komnwviomepom). Windows 95 & 98 are still the most popular operating systems
with a friendly interface.

3. to browse — npocmampusams: We can browse through Internet sites using
various browser programs.

4. character — suax, cumeon, yugpa, 6yxea. Special characters are used in
phonetic translation.

5. data — oannwie: Computers work with data in binary format.

6. hardware — obopyoosanue, «acenezor: Hardware are devices composing a
computer system.

7. software — xommnwromepmnvie npocpammer. Software are programs for
directing the operation of a computer.

8. instruction — xomanoa: Programs are instructions that tell the hardware
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how to perform a task.

9. decision — pewenue: Information is used by computer for decision
making.

10. to evaluate — oyenusams: Computers can evaluate data and process
them.

5. Give the degrees of comparison of the following adjectives and adverbs:
good, large, slowly, fast, complex, simple, late, many, sophisticated, powerful, clean,
famous, little, clever, expensive, cheap, practical, dark, dark, quick, easy, comfortable.

6. Fill the gaps using as.....as; so....as.

1. The computer today is ...comfortable... it was yesterday.
2. Itisnot ... modern ... it looks.

3. Software is...important ..... hardware.

4. This instruction is... easy ... that one.

5. The data is not ... difficult ... I expected.

6. His computer is not ... powerful ... mine.

7. Translate the following sentences paying attention to degrees of
comparison of the adjective.

. DOro camplii ynoOHBIA uWHTEpdEic, KOTOpPbII Mbl KOraa-iudo
UCITOJIB30BAIH.

2. KowmmbloTep camasi BakHasi 4acThb OOOpYJOBaHHOrO paboyero mecra
J1000r0 CHeUaInCTa.

3. JlaHHas KOMIIBIOTEPHAs MPOrpaMMa ropasJio JIeT4e B UCIOJIb30BaHUH, YEM
TIPEABIAYIIAS.

4. PemieHnre 310l mporpaMMHOM 3a7ja4u TPYJHEE, YEM MbI JyMAaeM.

5. DTOT KOMIIBIOTEP JOPOKE, HO OH JIyUIlle 10 000PYTI0BAHUIO, TTOITOMY MbI
€ro MproOpeTeM JIJisl Hallero oguca.

8. Read and translate the following text.
PARALLEL ARCHITECTURE

In 1966 American electrical engineer Michael Flynn distinguished four
classes of processor architecture (the design of how processors manipulate data and
instructions). Data can be sent either to a computer's processor one at a time, in a
single data stream, or several pieces of data can be sent at the same time, in
multiple data streams. Similarly, instructions can be carried out either one at a
time, in a single instruction stream, or several instructions can be carried out
simultaneously, in multiple instruction streams.

Serial computers have a Single Instruction stream, Single Data stream
(SISD) architecture. One piece of data is sent to one processor. For example, if 100
numbers had to be multiplied by the number 3, each number would be sent to the

31



processor, multiplied, and the result stored; then the next number would be sent
and calculated, until all 100 results were calculated. Applications that are suited for
SISD architectures include those that require complex interdependent decisions,
such as word processing.

A Multiple Instruction stream, Single Data stream (MISD) processor
replicates a stream of data and sends it to multiple processors, each of which then
executes a separate program. For example, the contents of a database could be sent
simultaneously to several processors, each of which would search for a different
value. Problems well-suited to MISD parallel processing include computer vision
systems that extract multiple features, such as vegetation, geological features, or
manufactured objects, from a single satellite image.

A Single Instruction stream, Multiple Data stream (SIMD) architecture has
multiple processing elements that carry out the same instruction on separate data.
For example, a SIMD machine with 100 processing elements can simultaneously
multiply 100 numbers each by the number 3. SIMD processors are programmed
much like SISD processors, but their operations occur on arrays of data instead of
individual values. SIMD processors are therefore also known as array processors.
Examples of applications that use SIMD architecture are image-enhancement
processing and radar processing for air-traffic control.

A Multiple Instruction stream, Multiple Data stream (MIMD) processor has
separate instructions for each stream of data. This architecture is the most flexible,
but it is also the most difficult to program because it requires additional
instructions to coordinate the actions of the processors. It also can simulate any of
the other architectures but with less efficiency. MIMD designs are used on
complex simulations, such as projecting city growth and development patterns, and
in some artificial-intelligence programs.

Parallel Communication. Another factor in parallel-processing architecture
Is how processors communicate with each other. One approach is to let processors
share a single memory and communicate by reading each other's data. This is
called shared memory. In this architecture, all the data can be accessed by any
processor, but care must be taken to prevent the linked processors from
inadvertently overwriting each other's results.

An alternative method is to connect the processors and allow them to send
messages to each other. This technique is known as message passing or distributed
memory. Data are divided and stored in the memories of different processors. This
makes it difficult to share information because the processors are not connected to
the same memory, but it is also safer because the results cannot be overwritten.

In shared memory systems, as the number of processors increases, access to
the single memory becomes difficult, and a bottleneck forms. To address this
limitation, and the problem of isolated memory in distributed memory systems,
distributed memory processors also can be constructed with circuitry that allows
different processors to access each other's memory. This hybrid approach, known
as distributed shared memory, eliminates the bottleneck and sharing problems of
both architectures.
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10. Give a summary of text using answers the following questions.

Who distinguished four classes of processor architecture?

When did Flynn distinguish four classes of processor architecture?
What is Single Data Stream architecture?

What does MISD processor replicate?

What has SIMD?

How do processors communicate with each other?

What is an alternative method?

NoakowdE

9. Complete the sentences and translate them:

1. One piece of data is sent to... 2. SIMD processors are therefore also
known as... 3. A Single Instruction stream, Multiple Data stream (SIMD)
architecture has... 4. Problems well-suited to MISD parallel processing include...
5. Examples of applications that use SIMD architecture are... 6. This architecture
1s the most flexible, but it is also... 7. Serial computers have... 8. MIMD designs
are used on complex simulations, such as...

10. Read the following international words and guess their meaning:
active, passive, practical, problem, programming, experiment, to consult, form,
regularly, to construct, to control, peripheral, efficient.

11. Make up a dialogue using the following words and word

combinations: Parallel Processing, two common ways, problems, four classes of
processor architecture, Parallel Communication.
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UNIT VI.

WORLD WIDE WEB

World Wide Web (WWW), computer-based network of information resources
that a user can move through by using links from one document to another. The
information on the World Wide Web is spread over computers all over the world.
The World Wide Web is often referred to simply as “the Web.”

History. The World Wide Web was developed by British physicist and
computer scientist Timothy Berners-Lee as a project within the European
Organization for Nuclear Research (CERN) in Geneva, Switzerland. Berners-Lee
first began working with hypertext in the early 1980s. His implementation of the
Web became operational at CERN in 1989, and it quickly spread to universities in
the rest of the world through the high-energy physics community of scholars.
Groups at the National Center for Supercomputing Applications at the University
of Illinois in Champaign-Urbana also researched and developed Web technology.
They developed the first major browser, named Mosaic, in 1993. Mosaic was the
first browser to come in several different versions, each of which was designed to
run on a different operating system. Operating systems are the basic software that
control computers.

The architecture of the Web is amazingly straightforward. For the user, the
Web is attractive to use because it is built upon a graphical user interface (GUI), a
method of displaying information and controls with pictures. The Web also works
on diverse types of computing equipment because it is made up of a small set of
programs. This small set makes it relatively simple for programmers to write
software that can translate information on the Web into a form that corresponds to
a particular operating system. The Web’s methods of storing information
associatively, retrieving documents with hypertext links, and naming Web sites
with URLs make it a smooth extension of the rest of the Internet. This allows easy
access to information between different parts of the Internet.

Future Trends. People continue to extend and improve on World Wide Web
technology. Computer scientists predict that users will likely see at least five new
ways in which the Web has been extended: new ways of searching the Web, new
ways of restricting access to intellectual property, more integration of entire
databases into the Web, more access to software libraries, and more and more
electronic commerce.

HTML will probably continue to go through new forms with extended
capabilities for formatting Web pages. Other complementary programming and
coding systems such as Visual Basic scripting, Virtual Reality Markup Language
(VMRL), Active X programming, and Java scripting will probably continue to gain
larger roles in the Web. This will result in more powerful Web pages, capable of
bringing information to users in more engaging and exciting ways.
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On the hardware side, faster connections to the Web will allow users to
download more information, making it practical to include more information and
more complicated multimedia elements on each Web page. Software, telephone,
and cable companies are planning partnerships that will allow information from the
Web to travel into homes along improved telephone lines and coaxial cable such as
that used for cable television. New kinds of computers, specifically designed for
use with the Web, may become increasingly popular. These computers are less
expensive than ordinary computers because they have fewer features, retaining
only those required by the Web. Some computers even use ordinary television sets,
instead of special computer monitors, to display content from the Web.

Vocabulary:

ADSL (Asymmetric Digital Subscriber Loop) — accumerpudnas riudpoBast
a0OHEHTCKAs JIMHUS

applet — (ot application) aruiet, NPUIOKEHHE

authorized — caHKITMOHUPOBAHHBIH, YITOJTHOMOYCHHBIH

browser — 6pay3sep, mporpamma rmpocmorpa Web, HaBUTaTop

CERN (European Organization for Nuclear Research) — Espomneiickast
OpTaHu3aIKsl 10 SACPHBIM UCCIICAOBAHUSIM

coaxial — koakcHaIbHBIN

commodity — ToBap, IpOIAYKT

community — o0IIECTBEHHOCTh, OOIIMHA

complementary — 1onoaIHATEIbHBIH

compound — cocTaBHOM, CI0KHBII; CMECh, COEIUHEHHE

dial-up — xommyTHpYeMBIii

diverse — pazHooOpa3HbIii

engaging — npuBicKaTeIbHBINA

FTP (File Transfer Protocol) — npoTokos nepeaauu daiiaos

funds — cpencTsa, 3anacel, GOH/IBI

HTML (Hypertext Markup Language) — si3bIk THIIEpTeKCTOBON pa3METKU

hub — koxmeHTpaTop

introduction — BBeieHNE, 3HAKOMCTBO

ISDN (Integrated Services Digital Network) — rudpoBast cets ¢
KOMILIEKCHBIMHU YCIyTaMH

mainframe — BeIUKMCINTEIbHAS MAIIHHA

marketplace — perHouHas (0azapHas) IIOMIAAb; PHIHOK

merchant — Toproser

mutual — B3auMHBII, 0000 JHEIH, OOIIHIA, COBMECTHBIH

resemblance — cxoxcTBo

retailer — po3HuYHBIN TOProBeil

revenue — noxosl

router — mapupyTtuzarop ( B ceTu)

scholar — ctunenauar, yueHsrit

script — crieHapuii, MpUQT, KOHCIIEKT
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SMooth — rmaakuii, CIIOKOWHBINA, MITKUI

straightforward — decTHbI, IPSIMOM, OTKPBITHIH

subscription — moamucka, (WIEHCKHI) B3HOC

Survey — npou3BOJUThL OCMOTP; OCMAaTPUBATh

TCP/IP (Transmission Control Protocol/Internet Protocol) — mpoToxo
yIpaBJICHUS Mepeadyeii / MexXceTeBOM MPOTOKOI

to bear — HocUTBh, TOICPKUBATH, BBIHOCUTH, TEPIICTh

to complement — gomoOIHATE

to dedicate — mocBsimaTh

to designate — HazHauaTh, 0003HAYATH

to download — 3arpyxars ( B mamsTh)

t0 encompass — oxBaTkIBaTh

to gain — yBenmuuuTh, MpUOOpETaTh, HAOUPATH, 0OCCIICYUBATH, IIOOYKIATH

to incorporate — comeprkaTh, BKIIOYATh

to issue — u3aBaTh, BbIIABATh

to navigate — ynpaBJisiTh, ONIpPeIEISATh MapIIPyT

to release — ocB00OXIaTh, BBITYCKAaTh, OTIYCKATh, MIEPE/IaBaTh

to retain — coxpaHsTh, yAepPKUBAThH

to wire — renerpadupoBath

URL (Uniform Resource Locator) — yHUUIIMPOBAHHBIA yKa3aTelb
(upenTudukaTop) pecypca

1. Ask five general and five alternative questions to the text «World
wide web» and give short answers to them.

2. Translate these words into English.

PacnipocTpaHsTbCcst 110 KOMIIBIOTEpAM; OT OJHOTO JOKYMEHTa K APYyromy;
KOMITBIOTEpHOE O00OpYJOBaHUE; M3BIEKATh JIOKYMEHTBI; MaJICHbKUH HaOO0p
[nporpamMm; oCTallbHasd 4aCTb MHUpPA, 110 BCCMY MHUDY.

3. Read the words and translate the sentences.

1. to respond — omseuams: Computers respond to the instructions in the
programs.

2. processing — obpabomka oannwix. Data processing is done by Central
Processing Unit.

3. to accept — mpunumams:. Computer accepts information in form of
characters called data.

4. to compare — cpasnusamo: Logical circuits compare signals.

5. to activate — axmususuposams, npusooums 6 oevicmeue. Smoking in the
house activates fire alarm system.

6. to boot — zaepyscams: We can choose boot sequence from different disks.

7. to store — zanomunams, xpanums:. Computers are used to store
information in the digital form.
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8. to install — ycmanasnusams, uncmaniuposams: Some computer devices
need drivers to be installed.
9. to retrieve — uzenexamo ungopmayuro. Information can be retrieved when
needed for processing.
10. sequence — nocredosamenvrocms. Robots can do a sequence of motions
according to their program.

4. Find the equivalents:

1. the input of a computer 1. HaTMYUE W OTCYTCTBUE

2. an auxiliary equipment 2. neppopupoOBaHHBIE OTBEPCTHUS

3. at the rate of 3. yCTpOWCTBO BBIBOJIA

4.a high-speed line-printer 4.BBICOKOCKOPOCTHOE

5. for efficient use MOCTPOYHO-TIeYaTAIOIICe

6. a storage device YCTPOHCTBO

7. a factor of advantage 5. K03 PUIMEHT TPEUMyIIIeCTBA

8. the output unit 6. CO CKOPOCTBIO

9. punched holes 7. st 3pPEKTUBHOTO MCIIOIb30BAHUS
10. presence and absence 8. BcroMorarejbHOe 000pYI0BaHHE

9. yCTpOMCTBO BBOJa KOMIIBIOTEPA
10. 3anomuHaromee ycTpomucTBo

5. Read the messages. Pay attention to the structure.

a) bad command npujiaraTelibHOe +~  CYIIECTBUTEIBHOE
HEeBEepHasi KOMaH/1a

0) input file CYIIECTBUTEIILHOE + CYIIECTBUTEIHLHOE
BXOJHOM (haiin

B) end of input file CYIIECTBUTEIILHOE + CYIIECTBUTEIHLHOE

OKOHYAHHE BXOJHOTO (aiina

6. Write down the numbers of the sentences concerning the following
structures (ex.5).

1. list device; 2. printer file; 3.path of parameter; 4. current directory; 5. root
directory; 6. invalid path; 7. incorrect parameter; 8. destination disk; 9. invalid
argument; 10. default file; 11. bad file; 12. file name; 13. allocation table; 14. DOS
partition; 15. input file; 16. device drive; 17. current date; 18. internal command.

7. Translate the word combinations paying attention to the structures
(ex.5).

Root directory, destination disk, graphics printer file, name of device, input
file, incorrect number of parameters, insufficient space, volume label, insufficient
room, parallel printer, keyboard system file, non — system drive error, invalid drive
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specification, current keyboard code, insufficient disk space, illegal device name,
incompatible system size, incorrect DOS version.

8. Find the translation for the following words and write down the
numbers of the sentences concerning these words.

1. paspabarseiBaTh — a) discover, b) delete, c) edit, d) develop

2. 3arpykatb — a) insert, b) boot, c) process, d) realize

3. ynansaTe — @) manage, b) install, ¢) run, d) delete

4. penakTrpoBaTh — @) Switch, b) edit, c) store, d) fill

5. coBMmectuMeblii — a) interchangeable, b) dependable, ¢) compatible, d)
portable

6. ynyumennbiii — a) enhanced, b) enlarged, c) entered, d) enriched

7. BBIIOJHATH — @) activate, b) investigate, c) delete, d) perform

8. obecneunBath — a) instruct, b) promote, ¢) provide, d) deal

9. mporpamma — @) command, b) control, ¢) program, d) system

9. Arrange synonyms in pairs and translate them: to take in, a figure, to
arrange, to show, to carry out, a digit, to calculate, little, to display, small, to
receive, to position, instruction, data, location, command, information, cell, to
perform, to compute.

10. Read and translate the text without a dictionary. What is the main
idea of this abstract?

A WEB OF COMPUTERS

Like all computer networks, the Web connects two types of computers—
clients and servers — using a standard set of rules for communication between the
computers. The server computers store the information resources that make up the
Web, and Web users use client computers to access the resources. A computer-
based network may be a public network — such as the worldwide Internet — or a
private network, such as a company’s intranet. The Web is part of the Internet. The
Internet also encompasses other methods of linking computers, such as Telnet, File
Transfer Protocol, and Gopher, but the Web has quickly become the most widely
used part of the Internet. It differs from the other parts of the Internet in the rules
that computers use to talk to each other and in the accessibility of information
other than text. It is much more difficult to view pictures or other multimedia files
with methods other than the Web.

Enabling client computers to display Web pages with pictures and other
media was made possible by the introduction of a type of software called a
browser. Each Web document contains coded information about what is on the
page, how the page should look, and to which other sites the document links.

How the Web Works. When users want to access the Web, they use the Web
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browser on their client computer to connect to a Web server. Client computers
connect to the Web in one of two ways. Client computers with dedicated access to
the Web connect directly to the Web through a router (a piece of computer
hardware that determines the best way to connect client and server computers) or
by being part of a larger network with a direct connection to the Web. Client
computers with dial-up access to the Web connect to the Web through a modem, a
hardware device that translates information from the computer into signals that can
travel over telephone lines. Some modems send signals over cable television lines
or special high-capacity telephone lines such as Integrated Services Digital
Network (ISDN) or Asymmetric Digital Subscriber Loop (ADSL) lines. The client
computer and the Web server use a set of rules for passing information back and
forth. The Web browser knows another set of rules with which it can open and
display information that reaches the client computer.

Web servers hold Web documents and the media associated with them. They
can be ordinary personal computers, powerful mainframe computers, or anywhere
in the range between the two. Client computers access information from Web
servers, and any computer that a person uses to access the Web is a client, so a
client could be any type of computer. The set of rules that clients and servers use to
talk to each other is called a protocol. The Web, and all Internet formats, uses the
protocol called TCP/IP (Transmission Control Protocol/Internet Protocol).
However, each part of the Internet — such as the Web, gopher systems, and File
Transfer Protocol (FTP) systems — uses a slightly different system to transfer files
between clients and servers.

The address of a Web document helps the client computer find and connect
to the server that holds the page. The address of a Web page is called a Uniform
Resource Locator (URL). A URL is a compound code that tells the client’s
browser three things: the rules the client should use to reach the site, the Internet
address that uniquely designates the server, and the location within the server’s file
system for a given item.

The Web holds information in many forms, including text, graphical images,
and any type of digital media files: including video, audio, and virtual reality files.
Some elements of Web pages are actually small software programs in their own
right. These objects, called applets (from a small application, another name for a
computer program), follow a set of instructions written by the person that
programmed the applet. Applets allow users to play games on the Web, search
databases, perform virtual scientific experiments, and many other actions.

The codes that tell the browser on the client computer how to display a Web
document correspond to a set of rules called Hypertext Markup Language
(HTML). Each Web document is written as plain text, and the instructions that tell
the client computer how to present the document are contained within the
document itself, encoded using special symbols called HTML tags. The browser
knows how to interpret the HTML tags, so the document appears on the user’s
screen as the document designer intended. In addition to HTML, some types of
objects on the Web use their own coding. Applets, for example, are mini-computer
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programs that are written in computer programming languages such as Visual
Basic and Java.

Client-server communication, URLs, and HTML allow Web sites to
incorporate hyperlinks, which users can use to navigate through the Web.
Hyperlinks are often phrases in the text of the Web document that link to another
Web document by providing the document’s URL when the user clicks their
mouse on the phrase. The client’s browser usually differentiates between
hyperlinks and ordinary text by making the hyperlinks a different color or by
underlining the hyperlinks. Hyperlinks allow users to jump between diverse pages
on the Web in no particular order. This method of accessing information is called
associative access, and scientists believe it bears a striking resemblance to the way
the human brain accesses stored information. Hyperlinks make referencing
information on the Web faster and easier than using most traditional printed
documents.

11. Complete the sentences and translate them:

1. The server computers store the information resources that... 2. Web
servers hold Web documents and... 3. The client computer and the Web server
use... 4. Hyperlinks make referencing information on the Web faster and... 5. The
browser knows how to... 6. The set of rules that clients and servers use to talk to
cach other is called... 7. The Web is part of... 8. Hyperlinks are a defining feature
of the Web — they allow users to...

12. Learn the following dialogue by heart or make up your own.

— Can you tell me anything about the Web?

— Of course, | can. What do you want to know?

— World Wide Web is a computer-based network of information resources,
1sn’t it?

— Yes, it is. The information on the Web is spread over computers all over
the world.

— What do the users do if they want to access the Web?

— They just use the Web browser on their client computer to connect to a
Web server.
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UNIT VII

NEURAL NETWORK

Neural Network, in computer science, highly interconnected network of
information-processing elements that mimics the connectivity and functioning of
the human brain. Neural networks address problems that are often difficult for
traditional computers to solve, such as speech and pattern recognition.

Neural networks were initially studied by computer and cognitive scientists
in the late 1950s and early 1960s in an attempt to model sensory perception in
biological organisms. Neural networks have been applied to many problems since
they were first introduced, including pattern recognition, handwritten character
recognition, speech recognition, financial and economic modeling, and next-
generation computing models.

How a Neural Network Work. Neural networks fall into two categories:
artificial neural networks and biological neural networks. Artificial neural
networks are modeled on the structure and functioning of biological neural
networks. The most familiar biological neural network is the human brain. The
human brain is composed of approximately 100 billion nerve cells called neurons
that are massively interconnected.

Biological neurons have a fairly simple large-scale structure, although their
operation and small-scale structure is immensely complex. Neurons have three
main parts: a central cell body, called the soma, and two different types of
branched, treelike structures that extend from the soma, called dendrites and axons.
Information from other neurons, in the form of electrical impulses, enters the
dendrites at connection points called synapses. The information flows from the
dendrites to the soma, where it is processed. The output signal, a train of impulses,
is then sent down the axon to the synapses of other neurons.

Artificial neurons, like their biological counterparts, have simple structures
and are designed to mimic the function of biological neurons. The main body of an
artificial neuron is called a node or unit. Artificial neurons may be physically
connected to one another by wires that mimic the connections between biological
neurons, if, for instance, the neurons are simple integrated circuits.

Artificial neurons may be either discrete or continuous. Discrete neurons
send an output signal of 1 if the sum of received signals is above a certain critical
value called a threshold value; otherwise they send an output signal of O.
Continuous neurons are not restricted to sending output values of only 1s and Os;
instead they send an output value between 1 and 0 depending on the total amount
of input that they receive — the stronger the received signal, the stronger the signal
sent out from the node and vice-versa. Continuous neurons are the most commonly
used in actual artificial neural networks.
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Vocabulary:

a node — y3en

above — Haz, BbIIIE, CBBIIIE

adjustable — perynupyembrii

back-propagation — oopaTHOe pacnpocTpaHeHue, oOpaTHas repeaaya
bottom — nHO, HU3

capable — ciocoOHbII

continuous — HePEPBIBHBIH, CIUIONTHOMW, JTTUTCITbHBIH
counterpart — konusi, ABOWHUK

counterparts — iimna, Bey, B3aUMHO JOIOJHAIOLINUE APYT Apyra
decay — pa3pyiieHune, pa3iokeHne

discrete — nqucKpeTHBII

extensive — oOIIMPHBIN, 3HAYUTESITHHBIN

fairly — cnpaBeiiBo, 1OBOJIBHO

fiber — BookoHHBIH

firing rate — KITJ] (tons paboTarommx HelpoHOB)
Immensely — 6eckoHeYHO, HEOOBIYAHO

in full strength — B momHOM cocTaBe

Insight — mpoHMIIaTEIEHOCTD, TOHUMAHUE
integrated — uHTErpUPOBAHHBIN, OObEAMHEHHBIN
likelihood — BeposiTHOCTB

loop — netns, ciupans

mainframe — BerunCIMTEIbHAS MAIIHA
perception — BocmipusaTHE, MOHUMAaHUE, OILYIIICHHE
random — cirygaitHbI{, MPOU3BOIBHBIH

relevant — yMeCcTHBIH, OTHOCSIIITUICS K JEITy
sample — ipo6a, obpaserr

SeNnse — 4yBCTBO, OIIYIIECHUE, CMBICI

sophisticated — u3omnpeHHbIN, H3BICKAHHBIN
strength — cuita, MPOYHOCTH, KPEMOCTh

target — ueinb

to be composed of — coctosTh U3

to delay — oTkmaapIBaTh, 3a1CPIKUBATH, MEIIUTh
to discourage — obecKypaKuBaTh, 03a/1a4MBaTh, pa304apOBHIBATH
to discriminate — pa3nuuath

to encounter — BCTpETUTBCA C; CTATKUBATHCS C

to expose to — moaBeprars

to extract — ynansth, 100bIBaTh, BHITATUBATH

to generalize — 06001maTH

t0 MiMiC — UMUTHPOBATH, MOAPAKATH

to reinforce — ykpemisaTh, MOAKPEILIATH

to respond — pearupoBaTh, MOAIaBATHCS

to restrict — orpaHHYNBATH

to simulate — cumynupoBaTh, H300paXkaTh
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to train on — HampaBIATH Ha
tOp — BepXHsis 4acTh, BEpIIMHA
train — xox, ek

vertebrate — mo3BoHoO4YHOE
wire — mpoBoOJIOKa, IIPOBOJI
withstand — BeIaepKUBaTH

1. Answer the following questions:

What is Neural Network?
Who studied networks?
When did cognitive and computer scientists start to study networks?
Where can specialists use the networks?
What are artificial neural network and biological neural networks?
How many parts have neurons?
What is « synapses»?
May artificial neurons be either discrete or continuous?
: What is continuous neurons?
10. What neurons are more commonly used in actual artificial neural
networks?

©CoNok~wNE

2. Translate these words and word combinations into English.

QOYHKIIMOHUPOBAHUE YEJIIOBEYECKOI0 MO3ra; CHOCOOHOCTh K OOYYEHHIO;
OTpaHUYEHHBIA Ha0Op MPHUMEpPOB; pAaCIO3HABaHHE O0pPa30B; KOMIIBIOTEPHBIC
MOJIEJIA CJIEAYIOIIETO MOKOJIEHHUs; OMOJIOTHYEeCKHe HEHMpPOHHBIE CETH; MOJpa)xaThb
(GyHKIIMM OMOJIOTUYECKUX HEHPOHOB; UCKYCCTBEHHbBIC HEUPOHBI.

3. Read the words and translate the sentences. Make your own sentences
using these words.

1. handling — o6pawenue (c uwem-1ub0), obpabomka, nepemewenue,
mpancnopmuposka: Handling of heavy parts can be done by robots.

2. to substitute — samenamo, ucnoavszoeames emecmo uezo-1ubo:. Robots can
substitute people in some monotonous operations.

3. simplification — ynpowenue: The simplification of design results in lower
production costs.

4. to monitor — xoumpoauposams. Computer can be used to monitor
automatic operation of the machine tool.

5. to require — nyarcoamocs, mpebosams: The house requires painting.

6. to achieve — docmueams: Only hard work allows to achieve success.

7. available — umerowuiics 6 nanuuuu, oocmynuwui: The information is
available to anyone.

8. to eliminate — ycmpansames, muxeuouposams: Digital recording of sound
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eliminates noises from the musical records.

9. to verify — nposepsims, noomseparcoams:. All theories must be verified by
experiments.

10. solution — pewenue, pacmesop: 1t was difficult to find the solution of the
problem.

4. Arrange synonyms in pairs and translate them: memory, for example,
a step, a routine, calculation, location, permanent numbers, block diagram, to call,
to share, storage, a stage, constant numbers, computation, subroutine, to term, for
instance, sub code, to divide, a program, cell, flow chart.

5. Make questions from the words in brackets using necessary tense of
the verb.

Example: 1. (ever/ heard/ Neural Network) Have you ever heard about
Neural Network?
2. (last week, eliminate, mistake)
3. (always/ use/ computer programs)
4. (next year/ sort out/ this problem)
5. (ever/ substitute/ robots)
6. (yesterday/ work/ computer)
7. (tomorrow/ discuss/ the system)
8. (now/ discrete neurons/ send)
9. (every day/ install/ computer devices)
10. (regularly/ compare/ our results)

2. Complete these sentences using today/ this year/ this term etc.

Example: 1. | saw Tom’s computer yesterday but / haven 't seen him today.
2. | read a scientific article yesterday but

3. Last year the company made a profit but this year
4. He complemented this program last term but
5
6

. It issued a lot of noise but
. My friend retrieved a lot of information yesterday but we

2. Supply either the Present Simple or the Present Perfect in the
following sentences.

3.

1. | cannot tell about the instruction, I (not read) it yet.

2. Every day | (use) my computer in the office and at home.

3. We (discuss) the interface this week?

4. Students usually (study) computer science and
engineering and at the University.

5. It is a pity, but I (not buy) this browser yet.
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6. As a rule we (store) a lot of information in the computer.

7. Something (go) wrong with my computer.
8. | already (send) my information.
9. We (buy) a new computer set this year.

4. Rewrite the sentences using the Present Perfect and the Past Simple:
Example: | am writing a letter to my foreign partner (already. yesterday).

| have already written a letter to my foreign partner.

| wrote a letter to my foreign partner yesterday.

1. The system is eliminating the mistake. (a few minutes ago. not yet)

2. The bell is ringing, (just; some minutes ago)

3. He is going to solve this problem in a few days. (already; last week)

4. We are receiving the signals now. (yesterday; many times)

5. Students are reading scientific books by John von Neumann. (this month;
last year)
6. The teacher is explaining a new rule. (Just; at the previous lesson)

7. They are discussing this problem again. (many times; a few days ago)

8. Hyperlinks are making referencing information on the Web. (just,
yesterday)
9. The company is selling the computer over the Internet. (just; an hour ago)

10. Who is your partner speaking to? (yesterday, just)

5. Read the text. What is the main idea of this text?

DIFFERENCES BETWEEN NEURAL NETWORKS AND
TRADITIONAL COMPUTERS

Neural networks differ greatly from traditional computers (for example
personal computers, workstations, mainframes) in both form and function. While
neural networks use a large number of simple processors to do their calculations,
traditional computers generally use one or a few extremely complex processing
units. Neural networks also do not have a centrally located memory, nor are they
programmed with a sequence of instructions, as are all traditional computers.

The information processing of a neural network is distributed throughout
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the network in the form of its processors and connections, while the memory is
distributed in the form of the weights given to the various connections. The
distribution of both processing capability and memory means that damage to part
of the network does not necessarily result in processing dysfunction or information
loss. This ability of neural networks to withstand limited damage and continue to
function well is one of their greatest strengths.

Neural networks also differ greatly from traditional computers in the way
they are programmed. Rather than using programs that are written as a series of
instructions, as do all traditional computers, neural networks are “taught” with a
limited set of training examples. The network is then able to “learn” from the
initial examples to respond to information sets that it has never encountered before.
The resulting values of the connection weights can be thought of as a ‘program’.

Neural networks are usually simulated on traditional computers. The
advantage of this approach is that computers can easily be reprogrammed to
change the architecture or learning rule of the simulated neural network. Since the
computation in a neural network is massively parallel, the processing speed of a
simulated neural network can be increased by using massively parallel computers —
computers that link together hundreds or thousands of CPUs in parallel to achieve
very high processing speeds.

6. Find the equivalents.

1. term 1. npumeHsATH

2. spreadsheet 2. pacupsTh

3. specify 3. yCKOpATH

4. eliminate 4. qacTelii

5. combine 5. 00BEeIUHATH

6. frequent 6. DJIEKTPOHHAS TA0JIUIIA
7. accelerate 7. TEpMUH

8. expand 8. JINKBUIUPOBATH

9. employ 9. TOYHO OTpECIATh
10. purchase 10. mokymka

7. Read and translate the following sentences paying attention to the
meaning of the word «yet»:

yet — (1moka) erie, 0JJHaKo, HO, XOTS

1. Yet the data for processing information appeared to be more important
than the data for storing information in this case. 2. In cases where we must write
instructions involving addresses of constants that have not yet been specially
assigned, we usually use the symbolic coding. 3. The program must be debugged if
the errors have not yet been corrected. 4. Yet in practice, programmers desire the
computer to take alternative ways of acting.
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8. Read and translate the text.
NEURAL NETWORK LEARNING

In all biological neural networks the connections between particular
dendrites and axons may be reinforced or discouraged. For example, connections
may become reinforced as more signals are sent down them, and may be
discouraged when signals are infrequently sent down them. The reinforcement of
certain neural pathways, or dendrite-axon connections, results in a higher
likelihood that a signal will be transmitted along that path, further reinforcing the
pathway. Paths between neurons that are rarely used slowly atrophy, or decay,
making it less likely that signals will be transmitted along them.

The role of connection strengths between neurons in the brain is crucial;
scientists believe they determine, to a great extent, the way in which the brain
processes the information it takes in through the senses. Neuroscientists studying
the structure and function of the brain believe that various patterns of neurons
firing can be associated with specific memories.

Connection Weights. To mimic the way in which biological neurons
reinforce certain axon-dendrite pathways, the connections between artificial
neurons in a neural network are given adjustable connection weights, or measures
of importance. When signals are received and processed by a node, they are
multiplied by a weight, added up, and then transformed by a nonlinear function.
The effect of the nonlinear function is to cause the sum of the input signals to
approach some value, usually +1 or 0. If the signals entering the node add up to a
positive number, the node sends an output signal that approaches +1 out along all
of its connections, while if the signals add up to a negative value, the node sends a
signal that approaches 0. This is similar to a simplified model of a how a biological
neuron functions — the larger the input signal, the larger the output signal.

Training sets. Computer scientists teach neural networks by presenting them
with desired input-output training sets. The input-output training sets are related
patterns of data. For instance, a sample training set might consist of ten different
photographs for each of ten different faces. The photographs would then be
digitally entered into the input layer of the network. The desired output would be
for the network to signal one of the neurons in the output layer of the network per
face. Beginning with equal, or random, connection weights between the neurons,
the photographs are digitally entered into the input layer of the neural network and
an output signal is computed and compared to the target output. Small adjustments
are then made to the connection weights to reduce the difference between the
actual output and the target output. The input-output set is again presented to the
network and further adjustments are made to the connection weights because the
first few times that the input is entered, the network will usually choose the
incorrect output neuron. After repeating the weight-adjustment process many times
for all input-output patterns in the training set, the network learns to respond in the
desired manner.
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A number of different neural network learning rules, or algorithms, exist and
use various techniques to process information. Common arrangements use some
sort of system to adjust the connection weights between the neurons automatically.
The most widely used scheme for adjusting the connection weights is called error
back-propagation, developed independently by American computer scientists Paul
Werbos (in 1974), David Parker (in 1984/1985), and David Rumelhart, Ronald
Williams, and others (in 1985). The back-propagation learning scheme compares a
neural network’s calculated output to a target output and calculates an error
adjustment for each of the nodes in the network. The neural network adjusts the
connection weights according to the error values assigned to each node, beginning
with the connections between the last hidden layer and the output layer. After the
network has made adjustments to this set of connections, it calculates error values
for the next previous layer and makes adjustments. The back-propagation
algorithm continues in this way, adjusting all of the connection weights between
the hidden layers until it reaches the input layer. At this point it is ready to
calculate another output.

9. Ask the following questions.

What is biological neural networks?

How many connections become reinforced?

What is dendrite-axon connections?

What is the role of connection strengths between neurons in the brain?
What can we call people, who studying the structure and functions of the
brain?

6. What is connection weights? What is for can we use it?

7. What is training sets?

8. Where should we use various techniques to process information?

9.

1

o0 E

What is « error back-propagation»?
0.Who developed theory «error back- propagation»?

10. Translate the sentences paying attention to pronouns « both...and»,
«either ...or», «neither...nor».

1. We both participated in this work.

2. You have given me two examples, both are correct.

3. Both students and teacher were there.

4. Both adult people and children use the computer.

5. This computer is both good and cheap.

6. You may choose either Microsoft 95 or Microsoft 97.

7. Either of the examples is correct.

8. Use either source. | do not mind which.

9. Which of two computers may | use? You may take either.
10.Either he or I must do it.
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11.Neither of the statements is true.

12. | can agree in neither case.

13.He has not selected the numbers of instructions. Neither have I.

14.Neither he nor | designed the interface.

15.We accepted neither offer.

16.Both connection weights and training sets are important for Network
learning.

11. Translate the sentences into English paying attention to pronouns
« both...and», «either ...or», «neither...nor».

1. 1 0, u apyroe BbIpaKE€HUE MPABUIILHO, HO IEPBOE IMPUBBIYHEE.
2. Kaxxaplit U3 3THX KOMIIBIOTEPOB MOKHO HCIIOIH30BATh.

3. MHe HpaBUTCS HU 3Ta KJlaBUaTypa, HU Ta.

4. VInu OH WK 5 yJAJIUM 3Ty OLIMOKY B IPOTrpaMMe.

5. 51 He MoTy COrJacuThbCsl HU B TOM, HU B IPYT'OM CJIyYae.

12. Make five sentences using pronouns « both...and», «either ...or»,
«neither...nor».

13. Read the international words and guess their meaning: final, base,
container, register, subject, transmission, million, disk, serial, track, resistor,
reaction, technology, dio de, result, to generate, element.

14. Learn the dialogue by heart or make up your own one.

— Are there two categories of neural network?

— Yes, they are: artificial neural networks and biological neural networks.

— What is the most familiar biological neural network?

— It is the human brain, which is composed of approximately 100 billion
nerve cells called neurons.

— What are the main parts of neuron?

— Biological neurons have three parts: a central cell body, called soma, and
two different types of branched, treelike structures that extend from the soma,
called dendrites and axons.

— But what about artificial neurons?

— The main body of an artificial neuron is called a node or unit.

15. Topics for discussion:
1. Artificial neural networks and biological neural networks.

2. Neural networks and traditional Computers.
3. Neural network learning.
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UNIT VIII

CENTRAL PROCESSING UNIT

Central Processing Unit (CPU), in computer science, microscopic circuitry
that serves as the main information processor in a computer. A CPU is generally a
single microprocessor made from a wafer of semiconducting material, usually
silicon, with millions of electrical components on its surface. On a higher level, the
CPU is actually a number of interconnected processing units that are each
responsible for one aspect of the CPU’s function. Standard CPUs contain
processing units that interpret and implement software instructions, perform
calculations and comparisons, make logical decisions (determining if a statement is
true or false based on the rules of Boolean algebra), temporarily store information
for use by another of the CPU’s processing units, keep track of the current step in
the execution of the program, and allow the CPU to communicate with the rest of
the computer.CPU Function. A CPU is similar to a calculator, only much more
powerful. The main function of the CPU is to perform arithmetic and logical
operations on data taken from memory or on information entered through some
device, such as a keyboard, scanner, or joystick. The CPU is controlled by a list of
software instructions, called a computer program. Software instructions entering
the CPU originate in some form of memory storage device such as a hard disk,
floppy disk, CD-ROM, or magnetic tape. These instructions then pass into the
computer’s main random access memory (RAM), where each instruction is given a
unique address, or memory location. The CPU can access specific pieces of data in
RAM by specifying the address of the data that it wants.

As a program is executed, data flow from RAM through an interface unit of
wires called the bus, which connects the CPU to RAM. The data are then decoded
by a processing unit called the instruction decoder that interprets and implements
software instructions. From the instruction decoder the data pass to the
arithmetic/logic unit (ALU), which performs calculations and comparisons. Data
may be stored by the ALU in temporary memory locations called registers where it
may be retrieved quickly. The ALU performs specific operations such as addition,
multiplication, and conditional tests on the data in its registers, sending the
resulting data back to RAM or storing it in another register for further use. During
this process, a unit called the program counter keeps track of each successive
instruction to make sure that the program instructions are followed by the CPU in
the correct order.

Branching Instructions. The program counter in the CPU usually advances
sequentially through the instructions. However, special instructions called branch
or jJump instructions allow the CPU to abruptly shift to an instruction location out
of sequence. These branches are either unconditional or conditional. An
unconditional branch always jumps to a new, out of order instruction stream. A
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conditional branch tests the result of a previous operation to see if the branch
should be taken Clock Pulses. The CPU is driven by one or more repetitive clock
circuits that send a constant stream of pulses throughout the CPU’s circuitry. The
CPU uses these clock pulses to synchronize its operations. The smallest increments
of CPU work are completed between sequential clock pulses. More complex tasks
take several clock periods to complete. Clock pulses are measured in Hertz, or
number of pulses per second. For instance, a 100-megahertz (100-MHz) processor
has 100 million clock pulses passing through it per second. Clock pulses are a
measure of the speed of a processor.

Fixed-Point and Floating-Point Numbers. Most CPUs handle two different
kinds of numbers: fixed-point and floating-point numbers. Fixed-point numbers
have a specific number of digits on either side of the decimal point. This restriction
limits the range of values that are possible for these numbers, but it also allows for
the fastest arithmetic. Floating-point numbers are numbers that are expressed in
scientific notation, in which a number is represented as a decimal number
multiplied by a power of ten. Scientific notation is a compact way of expressing
very large or very small numbers and allows a wide range of digits before and after
the decimal point. This is important for representing graphics and for scientific
work, but floating-point arithmetic is more complex and can take longer to
complete. Performing an operation on a floating-point number may require many
CPU clock periods. A CPU’s floating-point computation rate is therefore less than
its clock rate. Some computers use a special floating-point processor, called a
coprocessor, which works in parallel to the CPU to speed up calculations using
floating-point numbers. This coprocessor has become standard on many personal
computer CPUs, such as Intel’s Pentium chip.

Vocabulary

abruptly — BHe3amnHo, pe3ko

ALU (Arithmetic / Logic Unit) — apudmerndeckoe/mornyeckoe yCTpoMcTBO
arsenide — apcenus

avenue — mpoxo/i, 1opora, myTh

Boolean algebra — 6ynesa anredpa, anredpa J0oruku

branch instructions — koMaHIbI BETBICHUSA

bulky — rpomo3akwmii

CD-ROM (Compact Disk Read Only Memory) — koMmakT-auck

Clock Pulses — TakroBast wactoTta

competitive — KOHKYpEHTOCIIOCOOHBIN, OCHOBAaHHBIN Ha KOHKYPCHIHH

COre — onepaTuBHAs MaMATh Ha MATHUTHBIX CEPACYHHMKAX, JKUIA, CEPACUHNK,
PO MUKPOIIPOIIECCOpa

CPU (Central Processing Unit) — nenTpaibHbIiii Mukpormnporeccop, LIITY
decoder — nexonep, AEKOIUPYIOIIEE YCTPOKCTBO, At paTop

density — moTHOCTD

fixed-point numbers — yrcna ¢ pukcupoBaHHOM 3aMSATON (TOYKOW)

flags — dnaru, npusHaku, HHAMKATOPHI
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floating-point numbers — gucia ¢ TuraBaromeii 3amsaToi (TOUYKoM)
floppy disc — auckera, ruOKuii (MArHUTHBIN) AUCK

gallium — rammii

hard disk — sxecTkuii qUCK, TUCKOBO, BUHYCCTED

IC (integrated circuit) — unTerpansHas Mukpocxema, MC
Immense — HeOOBIATHBIHM, OTPOMHBIH

Increment — yBenuueHue, npupamieHue, MHKPEMEHT

jump instructions — komMaHBI TIEpEX01a

Kit — Habop, KOMILIEKT, KOHCTPYKTOP

maintenance — moaaepkaHue, CoAepKaHue, 00CTyKHBAHHUE, YTBEPIKIACHNE
overwhelming — mosIHbIH, 1TOXABISIOIINI, HEBRIHOCUMBII

print — mpudT, 3cTaMIl, rpaBOpa, OTIEYATOK, CIIE/

program counter — c4eTYMK KOMaH I, IPOTPAMMHBIH CYETUHK
guantum — KBaHTOBBIN

RAM (Random Access Memory) — omepaTHBHAs MaMsATh, ONEPATUBHOE
3aroMMHatoIIee ycrpoicrso, O3Y

ROM (Read-Only Memory) — moCTOSIHHOE 3allOMHHAIOIIECE YCTPOMCTBO,
13y

rate — ckopoctb

relay — perne, nepekitoyaresb

semiconductor — moyrynmpoBOTHHK

shift — capur

silicon — kpemumii

sophisticated — nzompeHHbIH, U3bICKAHHBIH

subsequent — mocneayromHii

subsequent to — Bcitex 3a

temporarily — BpemenHO

to amplify — ycunusath

to contribute — nenaTe BKJIaa, BHOCHTb, y4aCTBOBATh

to etch — rpaBupoBath, 3aneyaTicTh

t0 expose — packpbIBaTh, OOHAXKAThH

to originate from — mpoucxoauTh OT/U3

to originate in — 3apoxaaTbes B

to pursue — mmpecnenoBaTh, OCYIIECTBIATh, 3aHUMATHCS

to synchronize — cBepsTh, CHHXpPOHH3HPOBAThH

to synchronize with — conanats (1o BpeMeHu) ¢

tremendously — upe3BbIyaitHo

tube — tpy0a, kamepa

wafer — (kpeMHUEBas) MJIACTUHA, «BagIIsD»

1. Complete the sentences.
1. A CPU is generally a single microprocessor made from...
2. Standard CPUs contain...
3. The main function of the CPU is...
52



4. As a program is executed, data flow from RAM through an interface unit
of wires called...

The program counter in the CPU usually advances sequentially...

A conditional branch tests...

An unconditional branch always jumps...

Clock pulses are measured in Hertz...

. Most CPUs handle two different kinds of numbers...

10.Floating-point numbers are numbers that...

© o N O

2. Translate these words and word combinations into English.
1) IlomynpoBOIHUKOBBIN MaTepUall
2) OTBETCTBEHHBIN 33 OJTUH aCIEKT (PYHKIIUU
3) BBIMOJHATH apr(PMETHICCKHE OTIepaIun
4) siyeiika mamsiTu
5) BBINOJIHATH BBIYUCIICHUS U CPABHCHUS
6) I TabHENIIEeT0 NCIOJIb30BaHUs
7) B IpaBUIILHOM TIOPSIJIKE
8) OTHpaBiIsATh JaHHbBIC HA3a]

3. Ask the questions to the underlined words.

Example: 1. The ALU performs specific operations such as addition,
multiplication, and conditional tests on the data in its registers. — What does The
ALU perform?

2. Fixed-point numbers have a specific number of digits on either side of the
decimal point.

3. This restriction limits the range of values that are possible for these
numbers.

4. More complex tasks take several clock periods to complete.

5. Some computers use a special floating-point processor, called a
COprocessor.

4. Read the international words and guess their meaning:

permanent, constant, diagram, code, symbol, function, alternative, line, term,
symbolism, specific, actual, characteristic, to illustrate, catalogue, to consume
massive amounts of energy, transistor densities, by the advent of the
MICroprocessor.
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5. Find the equivalents:

1. then 1. TOYHO

2. thus 2. JIETKO

3. however 3. ACHO

4, whereas 4, BMECTO YET0-I100
5. perhaps 5. Kpome TOro

6. also 6.  BEepoOsITHO

7. sometimes 7. TaKXKe

8. there 8. CIEI0BATEIBHO

9. in other words 9. OJTHAKO

10. moreover 10. 3arem

11. instead of 11. Takum oOGpa3om
12. hence 12. wuHOrnOa

13. the current 13. Tam

chapter 14.  Gonee Toro

14. infact 15. npyrumu cioBaMu
15.  specifically 16. B IEWCTBUTEIHLHOCTH
16. often 17. 4acto

17. inaddition to 18. nmanHnas riasa

18. easily 19. Torma xak

19. clearly 20. cmenmaibHO

20.  precisely

6. Read the words and translate the sentences.

1. to develop — pazeusams, paszpabameieamsv, koncmpyuposamv. The
scientists have developed a new theory of Universe.

2. (to) charge — 3aps0, onrama, sapsiocamo (axkymynsmop): Electrons in the
atom have the negative charge. You should charge the battery (It’s empty).

3. to involve — sxmouams 6 cebs, cooepocams: This research involves many
complex experiments.

4. (to) aim — yen», cmpemumocs: The aim of the experiment was to obtain
numerical results.

5. exact — mounwii: Mathematics is an exact science.

6. major — enaeusiil, borvuull, bonee saxcnoiti. Mathematics, Physics and
Technical drawing are the major subjects for engineers.

7. means — cpeocmso: Telephone is means of communication.

8. area — niowaow, obnacme, cghepa oesmenvrocmu’ Russia has the largest
area of land in the world.

9. necessary — neobxooumwiti: Knowledge of English is absolutely necessary
nowadays.

10. numerous — mwuocouucaennwiti: NUmMerous experiments were made to
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confirm the new theory.
7. Learn the following dialogue by heart or make up your own one.

— Do you know anything about the CPU?

— Well, I know that it is a microscopic circuitry that serves as the main
information processor in a computer.

— Is a CPU similar to a calculator?

—Yes, you are right, but it is much more powerful.

— And what is the main function of the CPU?

— The main function of the CPU is to perform arithmetic and logical
operations on data taken from memory or on information entered through some
device, such as keyboard, scanner or joystick.

8. Match the part of the sentence on the left with the part on the right.

1. 1 would buy the computer A. if my parents buy a new computer.

2. If I had taken my teacher’s advice B. I would study computer science.

3. If you help me C. I would not have left the university.
4. | will study well D. if it was cheaper.
5. If I had a lot of free time E. I won’t be late for work.

9. Open the brackets using «Conditional I» in the following sentences.

Example: 1. If our tablet ... (charge), we ... (miss) the call by skype. — If
our tablet charges, we will miss the call by skype.

2. Ifhe ... (practice) every day, he ... (become) a programmer.

3. She ... (help) us if we ... (ask).

4. If they ... (have) enough money, they ... (buy) a computer next year.

5.1... (not use) floppy disk anymore if you ... (install) RAM.

6. If students ... (not study) well, they ... (not be) a highly qualified
specialist.

10. Open the brackets using «Conditional II» in the following sentences.

Example: If Susan ... (move) to Tokyo, she ... (work) in the computer
company. — If Susan moved to Tokyo, she would work the computer company.

1. If you ... (have) these documents, you ... (get) this job. (Eciu 651 y TeOs
OBLITM BOJIUTEILCKHE MPaBa, Thl ObI OTYUYUII 3TY paboTy.)

2.1 ... (go) to the police if I ... (be) you. (5I ObI 0OpaTHiICS B MONUIUIO HA
TBOEM MECTE.)

3. If we ... (receive) the documents tomorrow, we ... (synchronize) on
Monday.
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4, IfI ... (see) my friend tomorrow, I... (ask) him about this interface.
5. If Helen ... (know) Mr. Black’s e-mail now, she would send the
models of interface.

11. Open the brackets using «Conditional III» in the following
sentences.

Example: John ... (not catch) the virus if he ... (choose) another website.—
John wouldn’t have caught the virus if he had chosen another website.

1. 1 ... (study) computer science at the University if I ... (know) that it was
important for me.

2. If you ... (go) with me to this exhibition last month, you ... (see) the
gadgetry there.

3. We ... (not be tied) if you ... (recess)

4. If T ... (not open) the e-mail yesterday, I ... (not see) this important
message.

5. Nick ... (not be) so tired this morning if he ... (go to bed) early last night.

12. Translate the following sentences using necessary conditionals.

Ha TBoeM MecTe s1 ObI HE CTall yCTaHABIMBATH 3Ty MPOTPaMMy.

51 ObI cBEepWII 3TU JaHHBIE, €U Obl OHH Y MEHS OBLIH.

Ecnu 661 MOl KOoMIIBIOTEP OBLT ObI TOMOLIHEN, 00BEM ONEPATUBHOM MaMSITH
ObL1 ObI OOJIBIIIE.

Ecnu MBI yBUAMM 3TOro mnpenojaaBaTelis, Mbl 00s3aTENbHO CIIPOCUM 00
MHTETPaJIbHBIX MUKpPOCXEMax

XKanp, uto ero He ObLIO Buepa B MHCTUTYTE. Eciaum ObI s1 ero BCTPETU s ObI
moKkas3aj Obl eMy HOBBIN HHTEp(deric.
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UNIT IX

INTERNET

Internet is the computer-based global information system. The Internet is
composed of many interconnected computer networks. Each network may link
tens, hundreds, or even thousands of computers, enabling them to share
information with one another and to share computational resources such as
powerful supercomputers and databases of information. The Internet has made it
possible for people all over the world to effectively and inexpensively
communicate with one another. Unlike traditional broadcasting media, such as
radio and television, the Internet does not have a centralized distribution system.
Instead, an individual who has Internet access can communicate directly with
anyone else on the Internet, make information available to others, find information
provided by others, or sell products with a minimum overhead cost.

The Internet has brought new opportunities to government, business, and
education. Governments use the Internet for internal communication, distribution
of information, and automated tax processing. In addition to offering goods and
services online to customers, businesses use the Internet to interact with other
businesses. Many individuals use the Internet for shopping, paying bills, and online
banking. Educational institutions use the Internet for research and to deliver
courses to students at remote sites.

The Internet’s success arises from its flexibility. Instead of restricting
component networks to a particular manufacturer or particular type, Internet
technology allows interconnection of any kind of computer network. No network is
too large or too small, too fast or too slow to be interconnected. Thus, the Internet
includes inexpensive networks that can only connect a few computers within a
single room as well as expensive networks that can span a continent and connect
thousands of computers.

Internet service providers (ISPs) provide Internet access to customers for a
monthly fee. A customer who subscribes to an ISP’s service uses the ISP’s
network to access the Internet. Because ISPs offer their services to the general
public, the networks they operate are known as public access networks. In the
United States, as in many countries, ISPs are private companies; in countries where
telephone service is a government-regulated monopoly, the government often
controls ISPs.

An organization that has many computers usually owns and operates a
private network, called an intranet, which connects all the computers within the
organization. To provide Internet service, the organization connects its intranet to
the Internet. Unlike public access networks, intranets are restricted to provide
security. Only authorized computers at the organization can connect to the intranet,
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and the organization restricts communication between the intranet and the global
Internet. The restrictions allow computers inside the organization to exchange
information but keep the information confidential and protected from outsiders.

The Internet has grown tremendously since its inception, doubling in size
every 9 to 14 months. In 1981, only 213 computers were connected to the Internet.
By 2000, the number had grown to more than 100 million. The current number of
people who use the Internet can only be estimated. One survey found that there
were 61 million Internet users worldwide at the end of 1996, 148 million at the end
of 1998, and 407 million by the end of 2000. Some analysts estimate that the
number of users will double again by the end of 2002.

Vocabulary

announcement — oObsIBJICHUE, COOOIIEHNE, N3BEIICHUE

attachment — kpermenue, npucnocoOIeHue, HacaaKa

audible — BHATHEIH, CIBIIIHBIN

continent — KOHTUHEHT, MaTEPUK

dedicated — BeIIEIEHHBIN, CIIEIHATLHEIN, HA3HAYEHHBIH

dial-up — xoMmmyTHpYeMBIii 110 Tene)OHHOH TNHIH

domain — BnageHue, MeHus, 00J1aCTh, cepa

DSL (Digital Subscriber Line) — aGonenTckas rudpoBast THHHS

Inception — oTKpBITHE, OCHOBAHKE, HAYAJIO

login — perucrparnus

malfunction — HeucrnpaBHOCTH

MIME (Multipurpose Internet Mail Extension) — MuoromeneBbie
pacuIMpeHus moYToBou ciyk0bl B IHTEpHETE

overhead — HaBepxy, BepXHHUH, HAI3EMHBIH

payload — none3nas Harpyska

remote — oTIaJIeHHbIN, 3aMKHYThIN, HE3HAYUTEIIbHbBIN

string — cTpoka, psiji, BEpeBKa, MIHYPOK, CTPYHA, HUTKA

survey — ronorpaduyeckas/reoae3nyeckasi CbeMKa, HHCTICKIIUS,
WCCJICIOBAaHME, OTICHKA

to disseminate — pactipocTpaHsTh (y4eHHE, B3TIISIbI)

to ensure — obecnieunBaTh

to forward — mepecbuIaTh, MPOIBUTATH

to interfere — BMemuBaThLCS, MEIIATh, TPOTATh

to propagate — pacupocTpaHsaTh, pa3BOAUTH

to relay — nepeaaBathb, TpaHCIUPOBATH

to request — npocutp

to Spin — KpyTUTH, BpaIiaTh

toll-free — 6GecrmaTHbIH
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tremendously — upe3BbIvaiiHoO
Usenet — cucrema tenekondepenimii MuTepHeTa

1. Translate these words and word combinations into English Translate
into English.

1) LenTpanu3oBaHHas CUCTEMA paclpeieeHuUs
2) B3aMMOCBSI3aHHBIE KOMIIBIOTEPHBIE CETU
3) aenuThCs HHPOPMAIUEH IPYT C APYyroM
4) HEAOpOTHE CETU
5) COeMHSATH THICSYM KOMITBIOTEPOB
6) obecnieunBaTh 0€30IACHOCTD
7) B ipesieNiax OJTHOTO MOMEIICHUS
8) 0a3bI naHHBIX HH(POPMAIIMH

2. Find the equivalents:

1. significant 1.  xpyr

2. capacity 2.  pa3MelieHue

3. message 3.  CyIIECTBEHHBIN
4. auxiliary 4, TUOKWI TUCK

5. release 5. JOTIOJTHUTEIIBHBIN
6. integer 6.  cooOieHue

7. density 7. E€MKOCTb

8. allocation 8.  memoe uucio

9. circle 9. 0CBO00XIaTh

10. floppy disk 10.  MIOTHOCTH

3. Form adverbs from adjectives by adding the suffix “-ly” and

translate the words:

Example: easy — easily - jgerko

reasonable, wusual, reliable, intelligent, special, physical, functional,
subsequent, simultaneous, sufficient, consequent.

4. Arrange antonyms in pairs and translate them: to add, presence, hole,
input, north, to multiply, to divide, binary, south, output, blank, absence, to
subtract.

5. Read and translate the following sentences paying attention to the
meaning of the words and word combinations given below:

case — ALMK, KopoOka, KopIyc, cirydai

In any case — BO BCAKOM CiTyuae

this is the case — geno obcrouT Tak

this is not the case — sTo He Tak
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1. These are cases for packing all the units of the computer ES-1045. 2. In
this case the bits would be divided into 14 groups of 3 bits each. 3. This is some
kind of synchronization of the pulses in a computer, and in most computers this is
the case: all pulses are synchronized with respect to each other. 4. In each case, the
operation is suppressed; therefore the condition code and data in storage and
registers remain unchanged. 5. In any case registers store information in the
memory. 6. The word which comes from the arithmetic unit back to the memory is
not erased, but this is not the case with a new word as the previous one in the
memory is always erased.

6. Choose the correct answer in the brackets paying attention to tense of the
verb.

1. The Internet (is/ were/ to be) the computer based global information

system.

2. The Internet (includes/ to include/ included) inexpensive networks that
can only connect a few computers within a single room as well as expensive
networks that can span a continent and connect thousands of computers.

3. The Internet (does not/do not/is not) have a centralized distribution
system.

4. The Internet (has brought/ brought/ to bring) new opportunities to
government, business, and education.

5. The restrictions (allow /allows/ to allow) computers inside the
organization to exchange information.

6. One survey (found/ had found/ to find) that there were 61 million Internet
users worldwide at the end of 1996.

7. To provide Internet service, the organization (connects/ connected /is
connecting) its intranet to the Internet.

7. State the functions of the Infinitive and translate the sentences.

1. The assistant came to instruct students how to handle instructions. 2. The
assistant came to be instructed by professor. 3. The main purpose of the computers is to
solve complex problems. 4. To perform reasonable operation, a computer must have a
way of accepting data. 5. To carry out the instruction, the computer must accept the
data in the form of punched holes and blanks. 6. Buses are designed to carry as much
data as possible. 7. Another advantage in this case is that less power is required to
run a computer. 8. In 1967 Ampex developed a special videodisk machine that
made it possible to locate and replay a desired action in less than four seconds. 9.
The experiments to be carried out will be very important. 10. The programmer to
do the program for a computer must have a good knowledge of mathematics.

8. Read and translate the sentences paying attention to the Infinitive
(active infinitive or passive infinitive)
1. The investigation of space is said to be of great importance for science. 2.

Many tests are reported to have made at the University. 3. This system is supposed
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to work reliably for two years. 4. The computers are believed to play great part in
the further development of science and industry. 5. The data is likely to be
processed by specialists. 6. The computer is known to perform many operations in
a very short period of time. 7. A complicated problem of using solar energy is said
to be solved in the future. 8. He is supposed to have finished his research work. 9.
We are sure to study the results of the experiment. 10. This research center is
certain to be equipped with the newest electronic devices.

. Put «to» before the infinitive where it is necessary.

. My friend asked me ... let him ... use my computer.

. You must make him ... practice an hour a day.

. She was made ... repeat the rules of using.

. He 1s not sure that it can ... be done, but he is willing ... try.

. Let me ... help you with your work.

. She asked me ... read this scientific article carefully and ... write an

AN DN bW~ N\

answer.

7.You ought ... take care of your vision, because you spend a lot of time in
front of your computer.

8. I looked for the book everywhere but could not ... find it.

9. The man told me not ... switch on the computer.

10. Have you seen him ... install this program?

11. You had better ... go there at once.

12. I would rather not ... tell them about it.

10. Read and translate the text.

ELECTRONIC MAIL AND NEW GROUPS

Electronic mail, or e-mail, is a widely used Internet application that enables
individuals or groups of individuals to quickly exchange messages, even if the
users are geographically separated by large distances. A user creates an e-mail
message and specifies a recipient using an e-mail address, which is a string
consisting of the recipient’s login name followed by an @ (at) sign and then a
domain name. E-mail software transfers the message across the Internet to the
recipient’s computer, where it is placed in the specified mailbox, a file on the hard
drive. The recipient uses an e-mail application to view and reply to the message, as
well as to save or delete it. Because e-mail is a convenient and inexpensive form of
communication, it has dramatically improved personal and business
communications.

In its original form, e-mail could only be sent to recipients named by the
sender, and only text messages could be sent. E-mail has been extended in two
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ways, and is a much more powerful tool. Software has been invented that can
automatically propagate to multiple recipients a message sent to a single address.
Known as a mail gateway or list server, such software allows individuals to join or
leave a mail list at any time. Such software can be used to create lists of individuals
who will receive announcements about a product or service or to create online
discussion groups. Of particular interest are Network News discussion groups
(newsgroups) that were originally part of the Usenet network. Thousands of
newsgroups exist, on an extremely wide range of subjects. Messages to a
newsgroup are not sent directly to each user. Instead, an ordered list is
disseminated to computers around the world that run news server software.
Newsgroup application software allows a user to obtain a copy of selected articles
from a local news server or to use e-mail to post a new message to the newsgroup.
The system makes newsgroup discussions available worldwide.

E-mail software has also been extended to allow the transfer of nontext
documents, such as graphics and other images, executable computer programs, and
prerecorded audio. Such documents, appended to an e-mail message, are called
attachments. The standard used for encoding attachments is known as
Multipurpose Internet Mail Extensions (MIME). Because the Internet e-mail
system only transfers printable text, MIME software encodes each document using
printable letters and digits before sending it and then decodes the item when e-mail
arrives. Most significantly, MIME allows a single message to contain multiple
items, allowing a sender to include a cover letter that explains each of the
attachments.

11. Answer the following questions using the information from the text.
1. What is an electronic mail?

2. Why do we use «@»?

3. What is for do we use e-mail?

4. What messages could be sent?

5. What is MIME? What’s for is used MIME?

12. Translate the following sentences into English.

1. Jlna mepenauu pa3nuuHOM WHPOpPMAIMU JIPYT JPYTY JIOAU HCIOJB3YIOT
[IOYTOBBIN SALIMK C JIEKTPOHHOM MOYTOM.

2. DNEKTPOHHAS MoYTa — yI00HBIN crioco0 nepenadn nH(HopMaIuy.

3. MWumoHsl JoAel N0 BCEMY MHPY HCIHOJB3YIOT COIUATBHBIE CETH IS
JIMYHOTO U TPO(PECCHOHATLHOTO OOLIEHHUSI.

4. B ycloBUSAX COBPEMEHHOTO MUPA MHTEPHET UTPAET BAKHYIO POJIb.

5. Ilpm wucCHonb30BaHWM AJIEKTPOHHOM TOYTHI HEOOXOAMMO COOIOAATH
oOIIeTpU3HAaHHBIE HOPMBI CETEBOIO ATUKETA.
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13. Complete the following dialogue about Internet.

Andy: Tell me Ross, how often do
you use the Internet?

Ross:

Andy: I'm trying to make a survey

with answers about the Internet and its

frequency of use. I've already asked
seven people and now | need to

compare the facts. Do you mind being

one of my respondents?
Ross:

Andy: What's the first thing you do
when you go online?

Ross:

Andy: What type of information do
you usually search for?

Ross:

Andy: Do you simply copy what you
find?

Ross: No, our teachers won't accept
any foolish copying. | try to adapt the
information to my tasks. | also try to
write everything in my own words.

Andy:

Iuam: Ckaxu MHE Pocc, kak 9acTo ThI
UCIIOJIb3Y€EIlIb UHTEPHET?

Pocc: JlomxeHn cka3arb, 10BOJIBHO
4acTo. S UCMOJNB3yI0 €r0 KaX/bIi JCHbD,
TaK KaK MHE HY>KHO MPOBEPSATH
3JIEKTPOHHYIO MOYTY, YATATh HOBOCTH,
00IIaThCS C APY3bIMU. A TOUYEMY ThI
CIIpalIuBaeib?

DHIU:

Pocc: Bogce Het. Kakue eme Bonmpocsl
B TBOEM CITUCKE?

JHaN:

Pocc: Hy, g Hayana s mpoBepsito
CBOM JJIEKTPOHHBIN SIUK, a 3aTEM
HayMHAa0 OOPO3IUTH MPOCTOPHI
MHTEPHETA B TOMCKAX HYKHOU
uH(popmaIuu.

DHIHU:

Pocc: 4 niry Bce, 4TO CBSI3aHO C MOEH
y4e0oii. MHE Hy»KHO MHOTO HOBOH
uH(MOpMAIUU JJ1s1 BHITTOJTHEHUS
JIOMaIlHel paboThI.

DHIU:

Pocc: Her, Hamm yunrens He
IIPUHAMAIOT HUKAKOTO IIyCTOTr'O
KONMpOBaHUs. Sl mbITarOCh
aJanTUpOBaTh MH(OPMALUIO MO MOU
3aaHus. A TaKkxKe, sl IbITAKCh MHCATh
BCE CBOMMH CIIOBAMHU.

Iuam: [lonarno. Kak HacueT My3bIku?
Hcnonb3yeb Ju Thl HHTEPHET IS
TOTO, YTOOBI CIAYIIATh MY3bIKY?
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Ross: Yes, of course. | always listen
to online radio. Moreover, |

) Pocc:
sometimes surf the Internet for song
lyrics.

. OHAU: A TBHI UMTACIIb OHJIAMH KHUTH
Andy:

WJIW KYpHAJIbI?
Ross: | don't read magazines that

much, but e-books are definitely Pocc:

useful.

Iuau: CKOIBKO pa3 B JIEHb Thl
UCITIOJIb3YEIlIb UHTEPHET? DTO OJUH U3

Andy:
HanbosIee BaKHBIX BOMPOCOB B MOEM
CITUCKE?

Ross: I've never paid attention to it,
Pocc:

but | think more than five times.

Iuam: Cnacubo. Jta unpopmanus
OYEHb I0JIE3HA JIJISI MEHSI.

Andy:
13. Prepare the monologues about:
1. The role Internet in my life.
2. The social networks in Russia.
3. The virtual friends of mine.
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UNIT X

MICROSOFT CORPORATION

Microsoft Corporation is leading American computer Software Company.
Microsoft develops and sells a wide variety of software products to businesses and
consumers in more than 50 countries. The company’s Windows operating systems
for personal computers are the most widely used operating systems in the world.
Microsoft has its headquarters in Redmond, Washington.

Microsoft’s other well-known products include Word, a word processor;
Excel, a spreadsheet program; Access, a database program; and PowerPoint, a
program for making business presentations. These programs are sold separately
and as part of Office, an integrated software suite. The company also makes
BackOffice, an integrated set of server products for businesses. Microsoft’s
Internet Explorer allows users to browse the World Wide Web. Among the
company’s other products are reference applications; games; financial software;
programming languages for software developers; input devices, such as pointing
devices and keyboards; and computer-related books.

Microsoft operates The Microsoft Network (MSN), a collection of news,
travel, financial, entertainment, and information Web sites. Microsoft and the
National Broadcasting Company (NBC) jointly operate MSNBC, a 24-hour news,
talk, and information cable-television channel and companion Web site.

Business Developments. In the mid-1990s Microsoft began to expand into
the media, entertainment, and communications industries, launching The Microsoft
Network in 1995 and MSNBC in 1996. Also in 1996 Microsoft introduced
Windows CE, an operating system for handheld personal computers. In 1997
Microsoft paid $425 million to acquire WebTV Networks, a manufacturer of low-
cost devices to connect televisions to the Internet. That same year Microsoft
invested $1 billion in Comcast Corporation, a U.S. cable television operator, as
part of an effort to expand the availability of high-speed connections to the
Internet.

In June 1998 Microsoft released Windows 98, which featured integrated
Internet capabilities. In the following month Gates appointed Steve Ballmer,
executive vice president of Microsoft, as the company’s president, transferring to
him supervision of most day-to-day business operations of the company. Gates
retained the title of chairman and chief executive officer (CEO).

In 1999 Microsoft paid $5 billion to telecommunications company AT&T
Corp. to use Microsoft’s Windows CE operating system in devices designed to
provide consumers with integrated cable television, telephone, and high-speed
Internet services. Also in 1999, the company released Windows 2000, the latest
version of the Windows NT operating system. In January 2000 Gates transferred
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his title of CEO to Ballmer. Gates, in turn, took on the title of chief software
architect to focus on the development of new products and technologies.

Vocabulary:

collaboration —corpyanuuecTBo

copyright — aBTopckoe mmpaBo

dominance — npeobmaxanue, TOCIOICTBO

handheld — pyunoii

In turn — mo ouepenu

lawsuit — cyaeOHbIi HcK

suite — amapTaMeHThbI

to allege — cceiathbes Ha, yTBEPIKIATh

to browse — paccmaTpuBaTh, pa3risIbIBATh, POJUCTHIBAT

to claim — mpunuceIBaTh cede, IpeTeHI0BaTh, TPEOOBATH

to drop — poHsATh, OIYCKAaTh, IOHIKATh, HCKIIOYATh, CTUXATh

to evolve — pa3BuBaTh, 3BOJIIOIIUOHUPOBATE, PA3BUBATHCS

to launch — criyckatb, HauMHATh, IPEANPUHUMATE, OPOCATh, 3aITyCKATh,
BBIITYCKaTh, OpOCAThCs

to pursue — npecie0BaTh, OCYIIECTRIIATh, 3aHUMATBCS, CJICIOBATh

to release — ocB00OXKIaTh, BBITYCKAaTh, OTIYCKATh, MIEPEIaBaATh

to retain — coxpaHsTh, yepKUBAThH

venture — puCKOBaHHOE MPEANPHITHE, CIIEKYIIAIIUSI

General understanding.

What is Microsoft Corporation?

What does Microsoft Corporation develop and sell?

Where this corporation has headquarters?

What main Microsoft’s products do you know?

Does Microsoft operate the MSN?

When did Microsoft begin to expand into the Media, entertainment and
information web sites?

7. When did Microsoft release Windows 98?

8. What else Windows do you know?
9.
1

ok wdPERE

Did Microsoft pay 425 million dollars to acquire web TV Networks?
0. How many dollars did Microsoft pay to Telecommunications Company?

2. Translate these words and word combinations into English.
1) npongaBath OTETBLHO
2) BceMUpHas nayTHHa
3) kabenpbHOE TEIEBUIACHNE
4) pa3pabOTUYHUKH TPOrPaMMHOTO 00eCTICUCHUS
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5) HanOoJIee MMPOKO UCIIOJIb3yEMbIE
6) NpeanpUsTUS U IOTPEOUTETN
7) uH(OpPMaITMOHHBIC KaHAJIbI KaOEITBHOTO TEICBHICHHSI
8) pa3zpabaThIBaTh U NMPOJAABAThH

3. Find the equivalents:

1.  the Boolean value 1. OCHOBHBIC OCOOCHHOCTH

2. repetitive statement 2. MICHTU(PHUKATOPHI IIOCTOSTHHBIX BEJIHMYUH
3. identifiers for constants 3. IOCTPOYHBIIA

4.  type declaration 4. OTNIAJANTH MIPOTPAMMY

5.  step-by-step 5. onrcaHue THITA

6. line-by-line 6. IOpTaTUBHBIE KOMIIBIOTEPHI
7. hand-held computers 7. ByneBo 3Ha4YcHHE

8.  todebug a program 8. orepaTop MoBTOpEHUH

9. basic features 9. mo3TanHBIH

10. this is not the case 10. ycmoBHEIH omniepaTop

11. conditional statement 11. yauBepcaibHbIC S3BIKH

12. general-purpose languages 12. 3to He Tak

4. Arrange synonyms in pairs and translate them: speed, peripheral, to
control, to write, auxiliary, to do, to receive, rate, to record, to get, to make, to
handle, device, unit, instruction, part, to accept, command, section, information,
data, to take in.

5. Learn the following dialogue by heart.

— | know that Microsoft Corporation is leading American computer Software
Company. But what does this company do?

— Microsoft develops and sells a wide variety of software products to
businesses and consumers in more than 50 countries.

— What is the main product?

— Don’t you know that the company’s Windows operating systems for
personal computers are the most widely used operating systems in the world?

— Well, I’ve heard about it.

— Microsoft’s other well-known products include Word, Excel, Access and
PowerPoint.

6. Read the text. What is the main idea of the text?

WINDOWS

Windows. In 1985 Microsoft released Windows, an operating system that
extended the features of MS-DOS and employed a graphical user interface.
Windows 2.0, released in 1987, improved performance and offered a new visual
appearance. In 1990 Microsoft released a more powerful version, Windows 3.0,
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which was followed by Windows 3.1 and 3.11. These versions, which came
preinstalled on most new personal computers, rapidly became the most widely
used operating systems. In 1990 Microsoft became the first personal-computer
software company to record $1 billion in annual sales.

As Microsoft’s dominance grew in the market for personal-computer
operating systems, the company was accused of monopolistic business practices. In
1990 the Federal Trade Commission (FTC) began investigating Microsoft for
alleged anticompetitive practices, but it was unable to reach a decision and dropped
the case. The United States Department of Justice continued the probe.

In 1991 Microsoft and IBM ended a decade of collaboration when they went
separate ways on the next generation of operating systems for personal computers.
IBM chose to pursue the OS/2 operating system (first released in 1987), which
until then had been a joint venture with Microsoft. Microsoft chose to evolve its
Windows operating system into increasingly powerful systems. In 1993 Apple lost
a copyright-infringement lawsuit against Microsoft that claimed Windows illegally
copied the design of the Macintosh’s graphical interface. The ruling was later
upheld by an appellate court.

In 1993 Microsoft released Windows NT, an operating system for business
environments. The following year the company and the Justice Department
reached an agreement that called for Microsoft to change the way its operating
system software was sold and licensed to computer manufacturers. In 1995 the
company released Windows 95, which featured a simplified interface,
multitasking, and other improvements. An estimated 7 million copies of Windows
95 were sold worldwide within seven weeks of its release.

7. Make sentences putting the words in the correct order.

1. used / systems / operating / the / became / these / rapidly / versions / most
widely.
. Was / the / accused / company / monopolistic / of / business / practices.
3. Systems / powerful / into / increasingly / system / Microsoft / to / chose /
evolve / its / operating / windows / systems.
4. 1993 / Microsoft /in / NT / released / windows.
5.1995/in/ the / released / 95 / company.

N

8. Complete the following sentences using the rules of sequence of
tenses.
Example: She said, “I speak English.” - She said that she spoke English.
1. She said, “I am speaking English.”-
2. She said, “I have spoken English.”-
3. She said, “I spoke English.”-
4. She said, “I am going to speak English.”-
5. She said, “I will speak English.”-
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She said, “I can speak English.”-
She said, “I may speak English.”-
She said, “I have to speak English.”-
9. She said, “I must speak English.”-
10.She said, “I should speak English.”-
11.She said, “I ought to speak English.”-

o N

9. Open the brackets sentences using the rules of sequence of tenses.

Example: He said that Microsoft Corporation (to be) leading American
computer Software Company. - He said that Microsoft Corporation was leading
American computer Software Company

1. Our teacher said that Microsoft (to develop) a wide variety of software
products to businesses and consumers in more than 50 countries

2. | did not know that these programs (to belong) to Microsoft Corporation.

3. The company also makes BackOffice

4. Among the company’s other products ( to be) reference applications;
games; financial software; programming languages for software developers

5. In the mid-1990s Microsoft ( to begin) n to expand into the media,

6. Also in 1996 Microsoft ( to introduce) Windows CE, an operating system
for handheld personal computers

7. That same year Microsoft ( to invest) $1 billion in Comcast Corporation,

8. Also in 1999, the company (to release) Windows 2000, the latest version
of the Windows NT operating system.

9. In January 2000 Gates (to transfer) his title of CEO to Ballmer.

10. Read and translate the following sentences paying attention to the
meaning of the word combinations with «set»:

a) to set — cTaBuTh, IOMEIIATh, YCTAHABIMBATD

to set aside — oTkiaabIBaTH

to set up — OCHOBBIBAThH, YUPEKIATh

a set — Habop, KOMITJIEKT, MHOKECTBO, TPHUOOP

a set of — psin

1. The conditional code is set as a result of all logical comparing,
connecting, testing, and editing operations. 2. The Institute of Automatic and
Engineering Cybernetics of the Russian Academy of Sciences was set up in the late
1930s. 3. All logical operations other than editing are the part of the standard
instruction set. 4. The set of logical operations include moving, comparing, bit
connecting, bit testing, translating and editing. 5. A set of instructions is provided
for the logical operation of processing data. 6. Several bits of an instruction are set
aside to designate (ompenensts) the operation code.

b) Make your sentences using «fo set», «to set aside», «to set up», «a set a
set of» using sequence of tenses.

Example: The foreign colleagues said that he had set those operations.
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11. Choose the correct answer in the brackets.

1. | knew that my computer ... (have/has/had) a problem.

2. | know that my computer ... (have/has/had) a problem.

3. I knew that my computer ... (will have/would have/had) a problem soon.
4. He said he ... (used/has used/had used) Windows 95 since 2003.

5. She asks me if the installation ... (has been cancelled/had been
cancelled/been cancelled).
6. She asked me if the installation ... (has been cancelled/had been

cancelled/was cancelled).
7. Nobody knew what ... (will happen/would happen/happens) next.
8. Kelly said that she ... (didn’t want/doesn’t want/hadn’t wanted) to buy a

new computer program.
9. We didn’t expect that he ... (showed/will show/would show) us this set of

logical operations.
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UNIT XI

ARITHMETIC AS THE ELEMENTARY BRANCH OF
MATHEMATICS

Arithmetic is the elementary branch of mathematics dealing with the
properties of numbers and their operation; the fundamental operations are addition,
subtraction, multiplication, division.

The arithmetic symbols now in use were derived from the Arabs and the
Hindus, the latter of whom introduced the symbol 0. These symbols have been in
use since the XVI century. Before the introduction of Arab notation in Europe
Roman numerals were used.

The Arabic system, which is a decimal system, employs ten figures to
express numbers:

0 1 2 3 4 5 6 7 8 9

naught one two three four five six seven eight nine

Naught is also called zero and cipher. By combining these figures any number
can be expressed.

The Roman System uses seven capital letters to express numbers, viz.:

Letters:1 V X L C D M

Values:1 5 10 50 100 500 1000

Repeating a letter repeats its value, thus | represents 1; Il- two; X -ten; XX —
twenty.

When a letter is placed before another of greater value its value is to be taken
from that of the greater. Thus, IV represents five minus one - four; XL - forty (fifty
minus ten).

When a letter is placed after another of greater value, their values are to be
united. Thus VII represents seven; LXXX - eighty.

The periods above quadrillions in their order are: quintillions, sextillions,
septillions, octillions, nonillions, decillions, etc.

Vocabulary:
arithmetic - apudmeruka
operation — oneparus (mp. apupMeTHIecKas orneparms, aCCOIMaTHBHAS
orieparus)
to be derived from - mosryueno ot
introduction — BBeacHME, ITPEICTABICHHE, BHECCHUE
letter - OykBa
value — IIeHHOCTb. 3HaYEHHUE
to be placed — ObITh pa3meIeHHBIM
quadrillions - kBaapHILOH
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1. Guess the meaning of the following:

Arithmetic, Roman System, Arabs, Hindus, letter, figure, symbol, operation,
century.

. Give Russian equivalents to the following phrases:
. the elementary branch
. dealing with the properties
. symbols now in use
. were derived from the Arabs and the Hindus
. seven capital letters, another of greater value

OO wWDNDEDN

3. Give English equivalents to the following:
1. IOBTOPACT CBOC 3HAUYCHHUC

2. coueTast 3TU UpPHI
3.1ecaTh UM 715 BRIpAKEHUS YHUCelT
4. ux 3HaYECHUE CKJIaAbIBA€TCA

5. OCHOBHBIC I[Gf/iCTBI/IiI

4. Read and translate the text.
HOW WE READ AND WRITE NUMBERS

To make it easier to read large numbers, we separate the figures of the
numbers by commas into groups of three, counting from right to left. Each group is
called the period and has its own name.

The system of numbers we use, called Arabic System, is a decimal system,
that is, it is based on tens. In this system, the value a digit represents is determined
by the place it has in the numbers. If a digit is moved to the left one place, the
value it represents becomes ten times as great.

Zero in the decimal system is a place-holder. In the number 30, zero shows
that 3 has been moved to the left one place, thus counting tens instead of ones. The
place value in numbers is shown below.

682,000,000,000 847,000,000 156,000 592
Billions Millions Thousands Ones
4 periods 3 periods 2 periods | period

These numbers are read: six hundred eighty-two billion, eight hundred forty-
seven million, one hundred thirty-six thousand, five hundred and ninety-two.

All periods of a number contain three digits, or places (the first period on the
left may or may not), zero is used as a place-holder.

When we want to find a single number that will represent all the numbers in
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a group of unequal numbers or quantities we find the average.
To find the average of a group of unequal numbers, we add the numbers and
then divide their sum by the numbers of addends.

Vocabulary:
to make it easier to read - 4ToObI Jierde YUTATH
ten times as great - ysenuunBaetcs B 10 pa3

5. Answer the following questions using the information from the text.

1. Why do we separate the figures of the numbers by commas?
2. How is each group of three figures called?

3. How is the system of numbers we use called?

4. How many digits does a period of a number contain?

5. How do we find the average of unequal numbers?

6. Read and translate the derivatives. Mind the suffixes.
Example: easy - easier

to add - addend

to count - counting

to represent - representative

to hold - holder

to equal - unequal

. Give English equivalents to the following:

. OOJIBIIIME YKCIIA

. CUUTAas CIpaBa HaJIEBO

. onpeaciACTCAa 3aHUMAaCMbIM MCCTOM B YHUCJIC

. A€CATNYHAasA CUCTEMA

. COJIEPXKUT TpHU UDPHI
. I'pyIllla HCPABHBIX YU CCJI UJIM KOJIUYCCTB

/.HaWTu cpeHee apuhMeTHIECKOoe

8. nepcaBuratb Ha OJHO MCCTO BJICBO

O N bk wWwND— N

. Give Russian equivalents to the following phrases:
. separate the figures by commas
. it is based on tens

. as a place-holder
. to find a single number
. the average of a group
. unequal number
. the numbers of addends

~NOoO Ok WNE O
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9. Make up sentences of your own using the words and expressions
given below:

Quantity, unequal, sum, to make it easier to read, to separate, the figures of
the numbers, to be determined by, ten times xs great, ten times as small.

10. Make up 5 questions to the texts and answer them.
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UNIT XII

ADDING, SUBTRACTING, MILTIPLYING AND DIVIDING
THE WHOLE NUMBERS

The result of addition of numbers is called the sum or total of the numbers.
The numbers to be added are called the addends. In adding a series of numbers,
begin with the column at the right. If the sum of a column of digits is ten or larger,
carry the tens digit and add it to the sum of the digits in the next column to the left.

In subtracting whole numbers, the number which is to be diminished is
called the minuend; the number subtracted is called subtrahend. The answer is the
difference between the minuend and the subtrahend and it is called the remainder,
or difference.

In multiplication, the number by which you multiply is called the multiplier,
the number being multiplied is the multiplicand.

The number resulting from the multiplication is called the product. The
product of any number multiplied by zero is zero. The product of any number
which is multiplied by one is the same number. The order in which numbers are
multi plied does not change the product.

In division, the number that is to be divided is called the dividend. The
number by which the dividend is to be divided is called the divisor. The answer is
the quotient. The remainder is what is left over after the dividend has been divided
into equal parts. If there is a remainder, it may be written over the divisor and
expressed as a fraction in the quotient.

Vocabulary:

addition — noOaBaeHne

addend - ciaraemoe

quotient - gactHOE

multiplication - ymHOXeHuUE

order - 3aka3

sum - cymma

is to be diminished - nomkHO OBITE

the numbers to be added - yncna, KoTOpbIe HYKHO CIIOKUTH
the same number - To ke camoe uncio

1. Answer the following questions:
1. How is the result of addition called?
2. What do we do while adding a series of numbers?
3. What is the result of subtracting whole numbers called?
4. What is the multiplicand?
5. What number is called the remainder?
6. How do we write it?
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2. Read the following words, paying attention to the pronunciation:
to add, addends, adding, to subtract, subtrahend, minuend, remainder, to
multiply, dividend, divisor, quotient.

3. Give all possible derivatives of the following verbs:
to differ, to check, to answer, to change, to obtain.

4. Give Russian equivalents to the following phrases:
1. the result of addition

2. divide into equal parts
3. does not change the product
4. is left over after the dividend
5. the product of any number
6
7
8
9
1

. the number being multiplied
. it may be written over the divisor
. the difference between

. the minuend and the subtrahend
0. the same number

5. Complete the following sentences:

1. The result of addition is called ...

2. The answer in subtraction is ...

3. The number by which you multiply is called ...

4. The product of any number multiplied by one is ...

5. The number by which the dividend is to be divided is called ...
6. The order in which numbers are multiplied ...

6. Make up sentences of your own using the words and expressions
given below:

the numbers to be added, the exercise to be checked, the work to be done,
the number to be divided, can be checked.

7.Translate into English:

1. Yucna, KOTOpbIE HYKHO CJIOKUTb, Ha3bIBAIOTCS CIaraeMbIMH, a pE3yJIbTaT
CJI0’KEHUS, T.€. UHCIIO, OJIYHaIOIIEECs OT CIIOKEHHUSI, HA3bIBAKOTCS CYMMOM.

2. BolunTanueM Ha3bIBacTCs JACHCTBHE, MOCPEACTBOM KoToporo (by means
of which) no nanHoli cymMMe W OJHOMY JaHHOMY CJIaracMOMY HaXOJHMM JIPYroe
ciaraeMoe.

3. Uuciio, KOTOpOE YMEHBIIAIOT, HA3bIBAETCS MHOXKMMOE; YHCII0, HA KOTOPOE
YMHOKAIOT, HAa3bIBACTCA MHOXHUTENEM. Pe3ynprar JeucTBUs, T.€. YHUCIIO,
IIOJIyYEHHOE TP YMHOKEHUH, Ha3bIBACTCS IIPOU3BEACHUEM.

4. Yucno, KOTOpOE AEIST, HA3bIBACTCS NEIUMBIM; YUCII0, HA KOTOPOE JIEJIAT,
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Ha3bIBACTCA JACIUTCIICM, YHUCIIO, KOTOPOC MOJYy4dalTCA B PC3YJIbTAaTC JCJICHUA,
Ha3bIBACTCA YaCTHOC.

. Express agreement or disagreement with the following:

. The result of addition of numbers is called the difference.

. The number subtracted is called the subtrahend.

. The order in which numbers are multiplied changes the product.

. In division, the number that is to be divided is called the quotient.
. The product multiplied by zero is zero.

O WDNEFEP O

. Find an improper word:

. addition, subtrahend, to add, sum, addend, total.

. quotient, remainder, dividend, division, product, divisor.

. minuend, difference, subtraction, quotient, subtrahend, remainder.

WN P o
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UNIT X1l

FRACTIONS AND THEIR MEANING

A fraction represents a part of one whole thing. A fraction indicates that
something has been cut or divided into a number of equal parts.

In a fraction the upper and lower numbers are called the terms of the
fraction. The horizontal line separating the two numbers in each fraction is called
the fraction line. The top term of a fraction or the term above the fraction line is
called the numerator; the bottom term or the term below the fraction line is called
the denominator.

A fraction may stand for a part of a group. There is a group of 5 apples. Each
iIs 1/5 (one fifth) of the group. If we take away 2 apples, we say that we are
removing 2/5 of the number of apples present. If we take away 3 apples we are
removing 3/5 of the apples present. In this instance, a fraction is being used to
stand for a part of a group.

A fraction also indicates division. For example: one apple was divided into
eight parts and the man has eaten 1/8 of the apple. How much of the apple is left?
How many eights are in the whole apple?

Principle to remember. If in any fraction the numerator and denominator are
equal, the fraction is equal to 1.

Vocabulary:

denominator - 3HameHarenb

division - pa3nenenue

fraction — n1poOb, dpakius, 10JIs, 4acTh.

fraction line — pa3aenuTens yuCIUTENS U 3HAMECHATEb.
numerator - Hymepanus

indicate — yka3bIiBaTh

upper and lower numbers — 6osbiliee 1 MEHbIIIEE YUCIIA B IPOOH
to consist of - cocrosTh u3

is represented by (the fraction) - mpexncrasieHo (apoOBO)
may stand for - moxeT o3Ha4YaThH

1. Answer the following questions:

1. What does a fraction represent?

2. What do we call "the terms of fraction"?
3. What is the numerator (denominator)?
4. What does a fraction indicate?

5. When is the fraction equal to 1?
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2. Read and translate the following international words. Mind the
pronunciation:

line, group, present, division, indicate, fraction, number, to separate,
horizontal

. Give Russian equivalents of the following:
. terms of the fraction

. the upper and lower numbers
. the fraction line

. separating two numbers
. the term below the fraction line
. the top term of a fraction
. something has been cut or divided into a number of parts
. to stand for a part of a group

coO~NOoOOUTRA WNEFE W

4. Make up sentences of your own using the words and expressions
given below:
to be called, to represent, equal parts, to consist of, may stand for.

5. Insert the missing words.

1. In a fraction the upper and .... numbers are called ....

2. The top term of ... is called ... .

3. The bottom term or the term ... is called ... .

4. A fraction also ... division.

5. If in any fraction the numerator and ... are equal, the fraction is equal to...

6. Make sentences putting the words in the correct order.

1. fraction / division / a / indicates / also.

2. the terms/ fraction / and / the upper / in/ a/ are / the lower / called /
numbers, of a fraction.

3. to stand / a group / is being used / for / a fraction / a part of.

4. represents / one / a part / whole / of / a fraction / thing.

7. Complete the following sentences.
1. The horizontal line separating the two numbers in each fraction is called

2.The number above the fraction line is the numerator and that below is ...
3. The denominator names the fractional unit and the numerator indicates ...

8. Translate into English:

JpoOp mpeacraBiaser co0oi yacTh 1enoro. Ymcio, crosiiee Haja YepTOH,
Ha3bIBACTCS YHCIUTEIEM ApoOu. YUuciao, cTosiee IOa YepTO, Ha3bIBACTCS
3HaMeHaTelneM JapoOu. UuciauTeNnb W 3HAMEHATENb Ha3bIBAIOTCS WICHAMH JIPOOH.
Ecmm B npobum 4yucnwrenb W 3HAMEHATEeNb paBHBI, TO JApoOb paBHA .
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UNIT XIV

TYPES OF FRACTIONS

Common Fraction. A common fraction is a number that has the numerator
represented by numbers placed the one above, and the other below a horizontal
line. 3/7 is a common fraction.

Proper Fraction. If the numerator of a fraction is less than denominator the
fraction is called a proper fraction. The value of a proper fraction is always less
than 1. 6/7, 1/5 and 9/10 are proper fractions.

Improper Fraction. If the numerator of a fraction is equal to 1 or larger than
the denominator, the fraction is called an improper fraction. The value of improper
fraction is equal to or larger than 1. 5/3, 3/2, 8/ 8 are improper fractions.

Mixed numbers. A number which consists of a whole number and a fraction
is called a mixed number. 2 1/9, 5 1/4, 9 2/5 are mixed numbers.

Reducing a Fraction to Lower Terms. For convenience and clarity a fraction
must always be expressed in its simplest form. That is it must be reduced to its
lowest terms. To reduce a fraction to its lowest terms, divide the numerator and the
denominator by the largest number that will divide into both of them evenly. This
process is called the reduction of a fraction to its lowest terms. The largest quantity
which is a common divisor of two or more quantities is called a greatest common
divisor of these quantities. It is written G.C.D.

Vocabulary:

common Fraction - mpocTtast 1po0b
proper Fraction — mpaBuibHast pOOb
improper Fraction — HerpaBuiIbHas IPOOb
mixed numbers — cMmemanHas 1poob

IS equal to - paBeH

to reduce a fraction - cokpatuts qpoOb

1.Answer the following questions:

1. What is a common fraction called?

. What is a proper fraction called?

3. Is the value of a proper fraction more or less than 1/2?
4. What do we call mixed numbers?

5. How do you reduce a fraction to its lower terms?

N

2. Express agreement or disagreement with the following:
. The value of a proper fraction is always less than 1.
. A mixed number is a number which contains only a fraction.

N -
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3. We can't express a fraction in its simplest form.

4. In a common fraction the numbers are placed above and below the
horizontal line.

5. A greatest common divisor is the smallest common divisor of two or more
quantities.

3. Read the following words paying attention to the pronunciation:
reduce, value, both, other, mixed, proper, improper.

4. Give all possible derivatives of the following words:
value, convenience, to represent, to explain, to divide.

5. Fill in the blanks with prepositions if necessary:

1. ... convenience and clarity a fraction must be always expressed ... its
simplest ... form.

2. A number which ... consists ... a whole number and a fraction is called ... a
mixed number.

3. The value ... improper fraction is equal ... or ... larger than 1.

4. This process is called ... the reduction ... a fraction ... its lowest term.

6. Translate into Russian:

Fraction indicates division, the numerator being a dividend, the denominator
is a divisor, and the value of the fraction is the quotient.

A fraction can be reduced to lower term if the numerator and the
denominator are divisible by a single number, that is if they have a common
divisor. In order to reduce a fraction to its lowest term, therefore, it is seen at once
that the greatest common divisor must be used.

7. Translate into English:

HpoOb, y KOTOpPOW YHCIHUTENh MEHbBIIE 3HAMEHATENs, Ha3bIBACTCS
npaBuibHOU. [IpaBuiibHas 1poOb MeHbIIE eAUHUIIBL. J[poOb, Y KOTOPO# YHCIUTEIh
paBeH 3HAMEHATENIO UJIM OOJIBIIE €ro, Ha3bIBACTCS HEMPABUILHOM ApoObi0. Takum
oOpa3oM, HempaBWibHasi OpoOb WM paBHA eauHUIE, WU Oonbiie e€. Yucna,
KOTOPBIE COCTOSIT U3 I[EJIOTO YKCIIa U IPOOH, HA3bIBAIOTCS CMEIIAHHBIMU YUCIAMHU.
CokparieHreM JapoOU Ha3bIBaeTCs 3amMeHa €€ Jpyrod, paBHOW el JpoObI0 C
MEHBIIUMU YJICHAMU, TyTEM JEJICHUS YACIUTENS U 3HAMEHATEIISI HA OJHO U TO K€
YHUCJIO. JTO YKCIIO HA3bIBACTCS OOLIUM JCIIUTEIIEM.
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TPAMMATUKA AHIJIMIACKOI'O SI3bIKA B TABJIMIIAX

1. I'aaron TO BE B mpocTom HacTosimem Bpemenu (Present Simple)

| am a student. We are students.

You are a student. You are students.

He is a student.

She is a student. They are students.

It is a book.

2. BonpocurensbHbie npeasnoxenus ¢ riaaroaom TO BE u orBersl Ha
BOITPOCHI

Am | a teacher? Are youYes, | am. No, I am not (I’'m not).
a student? Yes, | am. | am a student.

No, I am not. I’m a doctor.

Yes, he is. No, he is not (he isn’t).

Is he English? Yes, she is. She’s from Canada.

Is she from Canada? No, she is not (isn’t). She is from France.

Are we in England? Yes, you are. You are in Bath.

No, you are not (you aren’t). You are in Scotland.

3. I'naroa TO HAVE B npoctom HacTosiniem Bpemenu (Present
Simple)

| have a brother. \We have a car.

You have a house. You have a garden.

He has a dog. She has a cat. It

has a window. They have three children.

to have = to have got: You’ve got a house. We’ve got a car.
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4, Bonpocurensbnbie npeanoxenus c raaroaom TO HAVE u orBersl

Ha BOIIPOCHI

I time? Yes, you have.
? ’
Have you money No, | have not (I haven’t).
we a cousin? Yes, you have.
they a dictionary? No, they have not (they haven’t).
he a family? Yes, he has.
Has e a grandmother? No, she has not (she hasn’t).
it long ears? Yes, it has.
Hanpumep:

Have you (got) a car? — Yes, | have. No, I haven’t.

Have they (got) children? — Yes, they have. No, they haven’t. Has he
(got) an umbrella? - Yes, he has. No, he hasn’t.

How many daughters has he got? - He’s got two.

5. BBoanoe ciioBo THERE ¢ rirarosaom TO BE

There is a table in the room.

B xomHuare (ecmu) cTOII.

There is a vase on the table.

Ha crone cmoum Ba3a.

There are flowers in the vase.

B Base (cmosim) 1BETHI.

There is some milk in the glass.

B crakane ecmb MOJIOKO.

There is little water in the cup.

B uvamike mano BOJEI.

There are no apples in the
fridge.

B xononmiabHuKE HET s10JI0K.

6. BonpocuTenbHbIe NPeII0KEHUS] M OTBETHI HA BONIPOCHI

Is there a table in the room?

Yes, there is. No, there isn’t.

Are there plates on the table?

Yes, there are. No, there aren’t.

Is there any tea in the cup?

Yes, there is some. No, there isn’t any.

Are there any questions?

Yes, there are. No, there aren’t.
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Is there a telephone in the

house? Yes, there is. No, there isn’t.

Is there any time? Yes, there is some. No, there isn’t.
7. CnennajibHble BONPOCHI

what? kmo (1o mpodeccun)? umo?rkaxour?

who? KMo ?

whom? K020? KOMY?

where? eoe? kyoa?

when? Koeoa?

why? nowemy?

which? Kakotu (uz)? komopuwiii?

now: Kax?

much? (time, money, water, etc.)

how CKONbKO?

many? (books, rooms, chairs, etc.)

What time? Koeoa?

At what time? 8 Kaxkoe epems?

Hanpuwmep: What is she? What are you doing? Who can help me? Who are
you waiting for? Whom does he love? Where do you come from? Where are you
going? Why is she unhappy? Which of you can answer this question? How can | get
to the bus stop? How much time does it take? How many students are there in your
group? What time do you normally get up? What colour is your favourite?

8. CymecrBuTesibHOe OOpa3oBaHHe MHOKECTBEHHOTO UM CJIA
CYIICCTBUTCJIbHBIX
a fact facts
a cat cats 2
a day days S
a girl girls [Z]
a plane planes
a dress dresses
a box boxes es [iz]
a place places
a city cities
a family families tes [iz]
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9. Oco0bl1e cryyan 00pa3oBaHNsI MHOKECTBEHHOI0 YHMCJIA

CYHIECTBUTCIbHBIX

a man MYHCUUHA men

a woman orceHyuna women

a foot HO2A feet

a tooth 310 teeth

a mouse Mol mice

a child eOeHOK children

a postman NOYMAIbOH postmen

a phenomenon si671eHIUe phenomena
a sheep o8Ya sheep

10. CymecTBuTe/IbHBbIE, YIOTPedsieMble TOJIbKO B € IHHCTBEHHOM

qucjie

weather — nozooa

knowledge — snanus

furniture — mebens

progress — ycnexu

information — ceedenus

hair — sonocwi

advice - cosem(vi)

love — 06060

News — Hosocmu

Work — paboma

money — odewnveu

fish — pwiba

watch — uacwr

fruit — gpyxmol

11. CymecTBuUTe/IbHBbIE, YIOTPedasieMble TOJIbKO BO MHOKECTBEHHOM

YHucJjae

contents — codeporcanue

slums — mpyuo6o!

Wages — zapniama

trousers - oproxu

clothes — oodesrcoa

spectacles - ouxu

goods - mosap

tropics — mponuxu

politics — nommuxa

Memoirs — memyapol

suburbs — oxpauna

scales — gecni

12. TlpuTsKaTeIbHBINI Na/leXK CyNeCTBUTEIbHBIX

EnnHcTBEHHOE YHCIIO

cat’s
Tom’s
mother’s
boss’(s)
Marx’(s)

MHOXKXECTBEHHOE YN CIIO

sisters’ children’s The Browns’(s)
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13.  AprTukisb

HeonpeneseHnblii apTUKIb a (an) ynoTpeOIIsieTCsl TOJIBKO C CYIIECT-
BHUTCJIbHBIM B CAMHCTBCHHOM YHCJIC, KOI'ld JIMITO WUJIN IIPCAMET HC 3HAKOMBI
TOBOPSIIEMY WJIM YIIOMUHAIOTCA BIiepBbie. Hanmpumep:

They live in a new house with a garden and a swimming pool.

He has a sister and a brother.

She was a young girl of 17.

| want an apple.

OnpeneneHnblii apTHKIb the yroTpediiseTcs ¢ CyIeCTBUTSILHBIME KaK B
CAWMHCTBCHHOM, TaK 1 BO MHOKCCTBCHHOM YMCJIC, KOT'Ja JIMIO UJIN IPEAMET
3HAKOMBI WJIM U3BECTHBI roBopsmeMy. Hanpumep:

The house is new and the garden is wonderful.

The sister and the brother are very much alike.

The young girl was only 17.

XoTs y1'[0Tp€6J'I€HI/Ie TOT'O UJIKM UHOTI'O apTHUKILA OIIPCACIIACTCA KOHTCKCTOM,
CYILIECTBYIOT cliydyau (PUKCUPOBAHHOTO YIOTpeOaeHus apTukis. Hampumep:

The Russians, the English, the Americans.

The Browns, the Martins, the Petrovs.

The United Kingdom of Great Britain and Northern Ireland, the USA, the
Ukraine, the Netherlands.

The Pacific Ocean, the Black Sea, the English Channel, the Thames, the
Volga.

The Urals, the Rocky Mountains, the Bermudas, the British Isles.

The first of September, the third place, the best novel, the most interesting
book.

The North, the South, the East, the West.

The Sun, the Moon, the Earth, the Universe.

APTHKJIb He yIIOTPeOIsieTCs

Pushkin Square, house number 40, Downing Street, No. 10, page 15, room
105.

James Smith, Mary Larsen, Doctor Smith, Lord Byron, Queen Elizabeth.

Europe, Asia, Africa, South-East Asia, Latin America, France, Russia, Great
Britain.

London, Washington, Moscow, Paris.

14. YucaurebHBbIC

KosmuectBennole |[lopsiakoseie KonnuectBenHble  |[[lopsakoBbie
1-one first 10 —ten tenth

2 - two second 11 —eleven eleventh

3 - three third 12 — twelve twelfth

4 - four forth 13 | thirteen thirteenth
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5 - five fifth 14 |— fourteen fourteenth

6 — six sixth 20 +— twenty twentieth

7 — seven seventh 21 +—twenty-one [twenty-first
8 - eight eighth 32 —thirty-two  [thirty-second
9 - nine ninth

40 - forty, 50 - fifty 100 - a hundred, 300 - three hundred 1,000 - a thousand,

5,000 - five thousand 1,000,000 — a million, 10,000,000 — ten million 563
five hundred and sixty-three 1,450 - fourteen hundred and fifty

JlaThI:

1147 — eleven forty-seven

1900 —

1493 — fourteen ninety-three 1905 —

nineteen hundred

nineteen “o0” [ou] five

1992 — nineteen ninety-two 2000 —  two thousand
15. MecrouMeHus
JImuHbIC JImaHEIC
MCECTOUMCHUS B MECTOMMCHUSA B AOCOIOTHAS (I)opMa B03BpaTHI)I€
MMCHHUTCIIBHOM O6T:.CKTHOM HpI/ITSI)KaTeJH)HI)IC IMPUTAKATCIIbHBIX MECTOUMECHMS
magcxKe IMagcxKe MCECTOUMCHUA MECTOMMEHNI
I me my mine myself
you you your yours yourself
he him his his himself
she her her hers herself
it it its its itself
we us our ours ourselves
you you your yours yourselves
they them their theirs themselves
16. Yka3arTejJbHbI€ MECTOMMEHMS
EnnncrBennoe  [this — smom that — mom
MHosxecTBeHHOE these — smu those — me
17. HeonpeaejieHHbIE MECTOMMEHHUS
much .
MHO20 - C HEMCUHUCIIIEMBIMU CYIIIECTBUTEILHBIMI: Much time, much
money, much water, much sun, much snow, much milk, much food
many MHO20 — C NCUHUCISIEMBIMH CYIIIECTBUTEIBHBIME: Many books, many
students, many houses, many trees, many flowers, many rivers
little Maso - ¢ HEUCUHCIsieMbIMU cyecTBUTeNbHBIME: little time, little
money, little water, little sun, little snow, little milk, little food
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few Mo — ¢ UCYUCIISIEeMbIMH cyliecTBUTeNbHbIMU: few books, few
students, few houses, few trees
a little nemnoeo: | have a little time. Wait a little. There is a little water.

neckonvko: There are a few chairs in the room. 1 want to tell you a few
a few words.

Much 1 many B coBpeMEHHOM aHTJIMHACKOM SI3BIKE YIIOTPEOJISIOTCS Yalie B
BOIIPOCHUTCIIBHBIX MW OTPHULATCIIBHBIX  IIPCAJIOKCHUAX. B YTBCPAUTCIBbHBIX
MMPCAJIOKCHUAX yHOTp€6HHeTCSI a lot of xak c HCUUCIIACMBIMUA, TaK H C
HEHCUHC/IICMBIMHU CYyILIeCTBUTENbHBIMU. Hampumep: Have you got many relatives?

Do you have much work to do today?

We don’t have much time to stay here long. We have a lot of friends here.

He earns a lot of money.

They have a lot of children.

They spend a lot of time at home.

18 .Mectoumenusi SOME, ANY, NO u ux npou3BoJIHbI€

B yTBEepaIHTENBHBIX B BOnpoCHUTENBHBIX B oTpunarenbHbIX

TIPEITOKCHISIX MPEITOKCHUSIX MPEITOKCHISX

some KaKou-mo, any* Kakou-Hubyow, [mo** HUKAKOU,
KaKoUu-HUOYOb, CKOJIbKO-HUOYOb HUCKOJIbKO

something  [umo-mo, anything |[umo-ubo, nothing HUueeo

Umo-Huoy oo

somebody, [kmo-mo, anybody, [kmo-ubo, nobody, o  |nu 0oun,
someone  [kmo-Hubyos» |[ANyone  [kmo-Hu6yob one, none  Hukmo

somewhere oe-nubyow, |[anywhereleoe-ubo, nowhere Huzoe,
Ky0a-HUb6yO0b Kyoa-iubo HUKYOa

somehow  [kak-nubyon, |[anyhow |kax-Hu6y0b
KaKum-Hu6y 0w
obpazom
somewhat |memnoeo, 6 [anyway |6 mo6om cayuae
KaxKou-mo

* ANy B YTBEpIUTEIBHBIX NPEJIOKEHUSIX O3HA4aeT srobou’, anything —
umo yeoono, anybody — moboi, kmo yzoono, anywhere — 2oe yeoono, kyoa
yeoono, anyhow — 6o gcsikom ciyuae, anyway - 6 1iobom ciyuae, 6ce pagHo.

** Ecnu B peJIOKEHUH €CTh APYroe OTPUIlaHKE, YIIOTPEOIIsIeTCs
MECTOMMEHHME any U ero MPOU3BO/IHBIE.
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Mectonmenue every (kaowcowity) M ero mpousBogHbIe everything (scé),
everybody (sce), everywhere (sez0e) umerot te xe GopMbI B BOIPOCUTEIBHBIX 1
OTPHUHATCIIBHBIX ITPCAJIOKCHUAX. Haan/IMep:

| want to ask you some questions. Have you got any relatives? There is no
place like home. There aren’t any chairs in the room. She told us something
interesting. Did he tell you anything? Nothing will change the situation. We can’t
do anything. Ask somebody to help you. Is anybody at home? Nobody answers
the phone. Her relatives are somewhere in Australia. I couldn’t find the book
anywhere. We shall try and do it somehow. What time shall we meet? — Any
time will do. It is so simple, anybody will know it. | would do anything for you.
You will have to tell the truth anyway. Every cloud has its silver lining.
Everybody is here, we may begin. There were flowers everywhere, even on the
floor.

19. CreneHu cpaBHeHMs PUJIATATEJIbHbBIX

[lonoxxurenpHas CpaBHI/ITGJII)HaH HpeBOCXOI[HaH
[IpunararenbHbIe

CTCIICHDb CTCIICHDb CTCIICHb

bi bigger biggest
OnHOCIOXHBIE U g g9 99

warm warmer warmest
HEKOTOPLIE . .

BVCITONKHLLC easy easier easiest
By fast faster fastest
more beautiful most beautiful most

beautiful more interesting  finteresting
MHuorocnosxHble interesting more (less) most (least)

dangerous dangerous dangerous

carefully more carefully most carefully

20. IlpuaararejibHble U HApeYHUsi, 00pa3yolie CTeNeHH CPABHEHUS

HE 110 IpaBUJIaM

[TonoxxnrennHas CpaBHuTENBHAS [IpeBocxoaHas
CTCIICHbB CTCIICHDB CTCIICHb
good better best
bad WOrse worst
old older oldest
CPaBHCHUC 110 BOSp&CTy
elder eldest
CTapH_II/IHCTBO B CEMBC
farther (0arvwe) further  |farthest
far
(Oanee) furthest

89



much, many* more most

little** less least

few fewer fewest

* B aHTIIMHCKOM SI3BIKE DTH HCOIIPCACIICHHBIC MCCTOMMCHUA UMCHOT CTCIICHU
CPpaBHCHUAI.

** [Ipunaratenshoe little umeer crenenn cpasuenus: smaller - smallest.

as... as — makoti Jce... KaK

The dog is as big as a horse. It’s as cold as in winter.

not so... as — ue maroii... kax She was not so young as he thought.

the... the — nem... mem The more we study, the more we know.

much + CpaBHUTCJIbHAA CTCIICHb — HAMHO20 + CpaBHUTCJIbHAA CTCIICHb!:

much better - namnoco rywue, much younger - nammnoeo monosce, much
more interesting — namno2o unmepecnee

still + cpaBHUTEIBHAS CTETICHD — ewyé + cpaBHUTEbHAS cTeneHb: Still
easier - ewé npowe, still more difficult - ewé mpyonee

Hanpuwmep:

Tom is bigger than Jane because he is two years older than she, but she is
more clever.

This is the most interesting book I know.

Who is the eldest in the family?

Odessa is farther than Kiev.

Her husband is as old as her brother.

New York is not so beautiful as Washington.

The party was much more exciting than | thought.

21. OO6o3HauYeHHEe BpeMEeHHU

m. - in the morning p.m. — in the afternoon (in the evening) (from 12 to 24)

What time is it?

It’s:  9.00 (nine o’clock) 13.50 (ten minutes to two)

8.30 (half past eight) 14.05 (five minutes past two)

7.15 (aquarter past seven)  10.25 (twenty-five past ten)

45  (aquarter to seven) 9.35 (twenty-five to ten)

clock — gacel (Hacmennwvie, nacmonvnvie) alarm clock — OyaunbHEK
watch — mapyunsie yacsl hour hand — gacoBas ctpernka

minute hand — munyTHas crpenka face of the clock (watch) —
nudepoaat

My watch is right/wrong. — Mowu yacbkl uIyT paBUIBHO/HETIPABUIIBHO.
My watch is fast/slow. — Mowu 4ack! criemat/oTcTaroT.
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22 .CeoaHas Tabdauua ynorpedjaenusi BpeMeH U3bsiBUTeIbHOE HAKJIOHEHHE

Active Voice to ask

Simple Continuous Perfect Perfect Continuous
to ask to be asking to have asked to have been asking
Present Past Future Present Past Future Present |[Past  [Future Present Past Future
shall} aske ) L |[WEs }E,Sking shall} be has had shall} havdhas had shall] have
ks L sked will is rasking were will J askingasked asked  |will J aske(been been wﬂl} een
are asking asking asking
Ynorpebnenue

JleiicTBue kak (hakT(0OBIUHOE,
0OBIYHOE, TOBTOPSIFOIIEECS,

meicTBHUE Kak Ipoiiecc (He3aKOHYEHHOE,

NEeNCTBUE, TPEALIECTBYIOIIEE
KaKOMY-TO MOMEHTY,

ﬂeﬁCTBHe, Ha4YaBHICCCA B ITPOIIJIOM U
MMPOAOJIKAOIICECA BIIJIOTh 10 KaKOI'o-

HOCTO}IHHOG) ,I[J'IHH_IeeC}I) CBsI3aHHOC C HUM HI/I6y,I[L MOMCHTAa
usually yesterday  tomorrow  jnow at 40°clock from 6 o ’clock [today 1by 4 for
every day [last week 5 |next week till 7 o 'clock this week o'clock  [since
often seldomdays ago npyroe neicTeue already 2. npyroe (since for for
sometimes ever, never nevictue  When
just
not yet

IlepeBoa Ha PYyCCKHI SI3BIK

rJ1arojl HECOBCPMICHHOT'O BUa

CJ1arojl HECOBCPUICHHOI'O BHU1a

rJ1arojl COBEPUICHHOI0 Bjaa
Ipomecamero BpCMEHU

rJ1arojl HECOBCPUICHHOT'O BUa

Passive Voice to be

asked

to be asked to be being asked to have been asked
hawve
am am . was . has had chall
is }asking was }askedShE'H} be is }hemg }bemg - been been |Will } i:; _
are rere will ) asked o) asked ... ) asked asked  |asked a8

9
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23.Cocaarare/ibHOEe HAKJIOHEHHE
Ananutuyeckue (hopMbl Cuntetnueckue (hOpMBI
Present Subjunctive
I (we) ask (be, have, do)
he (you, they) ask (be, have, do)
Past Subjunctive

| (we) should ask (do)
he (you, they) would ask (do) | (we) asked (were, had, did)

he (you, they) asked (were, had, did)
Past Perfect Subjunctive

| (we) should have asked | (we) should had asked

he (you, they) should have asked he (you, they) would had asked

(had been, had had, had done)

Ynorpebierue
1. B mpocThIX NPEMJIOKEHUSIX U B 1. B yCIIOBHBIX NPUAATOYHBIX
| should do this work (today, if i had time. |if unless,
tomorrow) | should have done this  |if i had had provided
work (yesterday) time.
2. B 3-X THmax npuaaTOYHBIX 2. ITocne raaromxa wish
noanexarux (it is necessary, it is
possible...)
It is necessary that he (should) do
this work.
nomonHuTeIbHBIX (t0 order, to
demand, to suggest...) The chief I wish I were stronger.
demanded that we (should) do this
work in time.

rienu (So that, lest)
She must hurry lest she (should) be
late.

Had I time, | should do this work. had, were, could

[lepeBos HAa pycCKUH S3BIK: TJ1Ar0J1 B IPOUIEAIIEM BPEMEHH + «ObD»

24. YnorpeOJieHue BpeMeH B IPUAATOYHBIX NMPeIJI0KEHUAX BpeMeHH
U yCJIOBHS

B npuaaTodyHbIX OpeIIOKEHHUSIX BPEMEHH W YCIOBUS, OTHOCALIMXCS K
OyayiieMy BpeMEeHH, BMECTO BpeMeH Future ymoTpeOsstoTcsi COOTBETCTBYIOLIUE
BpemeHa Present, eciu B TJIaBHOM NPEAJIOKEHUU YIOTPEOIISIeTCs TJIaroi B OJHOM
u3 OyyluX BpEMEH.

Co103bl npUOAMOUHBIX NPEONONHCEHUT BPEMEHU U YCIOBUSL:
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If — eciiu when — kocoa before — 0o mozo xkax after — nocne mozo xax

while — noxa, 6 mo spems kax till — 0o (enromw 00), noxa ne until — oo (0o mex
nop kak) as Soon as — xak mowko as long as — noka unless — eciu ne, noka ne
Harmpumep:

If\ am free tomorrow, I shall call you.

When everybody comes, we shall start the discussion.

He will remember it as long as he lives.

You won’t master a foreign language unless you work hard.

We’ll discuss the book after you have read it.

| shall do it while you are talking to him.

They’ll wait till you return.

Ecnu 51 6y0y ce0600en 3aBTpa, s no3sonto TebeE.

Kozoa Bce npudym, Mbl Haunem o6CyHcoerue.

OHn 6ydem nomHums 310, noxa 6yoem Hcums.

Tl He 061a0eeub MTHOCTPAHHBIM SI3BIKOM, eciu He 0)y0eulb MHOTO
pabomame.

MBI 06¢cyOoum KHUTY noClie mo2o, Kak Bbl €€ npoumeme.

A coenaro 310, noka Bel 6ydeme pazeo8apueams ¢ HUM.

OnHU nodooswcoym, noka Bl He 8epHEemech.

25. Mona.m,m)le IJ1aroJbl

Mopansubeil  [MopanbHOE [Ipumepnl
J1aroJj 3HAUYCHUC
can (could)  |CniocoOHOCT®B, He can speak English.
AKBUBAJIEHT™ [BO3MOXKHOCTh, yMeHHe |Can you do it? She couldn’t come. You
— to be able will be able to come
to tomorrow.
CoMHeHue, It can rain.
MPEITOJIOKEHUE Can they be home?
may (might) [Bo3MO>XHOCTb, May | come in? — Yes, you may. She
DKBUBAJICHT* |pa3peiicHue might go for a walk.
— to be CoMHeHHE, The children will be allowed to swim if
allowed to PET0JI0KEHUE the weather is warm.
It may rain. They may come soon.
must Heo0xoaumocTh You must know the subject. He must try
mustn’t [Tpenmonoxkenue, to do the work.
YBEPEHHOCTh She must be still working. This must be
3anperieHue your coat.
You mustn’t go out today.
have to Heo0xoaumMocTh, | have to get up very early. Do you have to
BBI3BaHHAS work hard? We didn’t have to wait.
00CTOSATEILCTBAMU
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should Heo0xoaumocts (coset)|You should follow my advice. You
shouldn’t miss classes.
to be Heo0x01uMocCTh, He is to arrive on Monday.
CBsi3aHHad ¢ joroBopen- Am | to come at 57
HOCTBIO WJIH IIAHOM The meeting is to last three hours.
ought Heo0xoauMocTh, She ought to know how to behave. You
00513aHHOCTb, JTOJIT ought to help her.
needn’t = OtcyTcTBHE You needn’t do it now. =
don’t have to [HeoOXoaUMOCTH You don’t have to do it now.
He needn’t buy the tickets. = He doesn’t
have to buy them.

* DKBHUBAJICHTHI MOJAJIbHBIX I'JIarojIOB CcaIl U May UMECIOT TOJIBKO IIEPBOC

MOAAJIbHOC 3HA4YCHHUC.

26. IlepeBo/1 MOAAJILHBIX IJ1ar0JIOB HA PYCCKUI SI3BIK

| can speak English.

I couldn’t speak English last year.

I hope | shall be able to speak good
English next year.

They can come soon.

May | ask a question?

The weather may change.

The children are not allowed to go

in before the bell rings.

The teacher must know her students
well.

It must be very interesting.

You mustn’t eat too much ice-cream.
We have to work hard now.
Tomorrow is Saturday, we don’t have
to get up early.

You shouldn’t wear this dress every
day.

He should follow the doctor’s in-
struction.

The delegation is to arrive in April.
You ought to finish your work on time.
She needn’t come to the office today,
the boss will be away

51 mocy TOBOPUTH MO-AHTJIMMCKMU.

S ne mMo2 TOBOPUTH MO-AHTIIMICKU B
MPOIIIOM TOJTy.

A Hazgerock, 4TO HA OYAYIIUI TOJ
CMO02) XOPOIIIO TOBOPUTH O-
AHTJIMHACKH.

Bosmooicno, oHE CKOPO NIPUAYT.
Mooicno 3anath Bonpoc?

ITorona mootcem N3MEHUTHCHL.
JleTsim He paspewiaemcsi BXOIUTD B
KJIacC /10 3BOHKA.

Yuurens dorcer XOPOIIO 3HATh CBOUX
YYCHUKOB.

JT0, HasepHoe, OUEHb UHTEPECHO.
Henv35 €CTh CIUILIKOM MHOTO MO-
POKEHOTO.

Ceiifuac HaM npuUxXoOUmMcs MHOTO
paboTarh.

3aBTpa cy000Ta, He Haoo paHo
BCTaBaTh (MOJCHO He 6CMABamyv PaHo).
He cmoum (ne cnedyem) HazieBaTh 3TO
IUIaThE KaXKIBINA JE€Hb.

EMy credyem BBINOMHATH YKa3aHUS
Bpaua.

Heneramus dorcHa IpUeXaThb B
amnpere.

Tebe neobx00umo 3aKkOHUUTH PAOOTY
BOBpEMSI.

E#t He 06s13amenvro TPUXOIUTH
CErojHs Ha padoTy, HAYAIBbHUKA HE
OyJer.
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27 .Pa3neaurelibHble BONPOCHI

You are a journalist, aren’t you?
She knows French, doesn’t she?
We shall have lunch, shan’t we?
You have been to Japan, haven’t you?
| can do it myself, can’t I?

The students had to work

didn’t they?

There is a lot of time,

isn’t there?

You are not a student, are you?
He doesn’t speak Spanish, does he?
She is not going to join us, IS she?
You haven’t met before, have you?
I couldn’t do it alone, could 1?
They didn’t have to do it, did they?
Your friends haven’t have they?
There wasn’t much traffic, was there?

HepeBon PasaCINTCIBbHBIX BOIIPOCOB Ha pYCCKI/Iﬁ SA3BIK:

I told you about it, didn’t 1?

51 6e0b Bam 00 3TOM TOBOpHUIIA.

She isn’t English, is she? Ona owce He aHrIMUaHKAa.
You are coming with us, aren’t you? Tsl ugemnis ¢ Hamu, oa?
Bpemena B crpanarensaom 3ainore (Passive Voice = TO BE + 3-s popma

rjaroJia)
Present am/is/are taken
Past was/were built
Future shall/will be asked
Present have/has been translated
Past had been brought
Future shall/will have been done
Present am/is/are being examined
Past was/were being discussed

Cka3yeMoe B CTpafaTeIbHOM 3aJI0T€ IEPEBOJUTCS HA PYCCKUM SA3BIK:
IJIaroJIOM € BO3BPAaTHBIMU YaCTULAMH «-Chb», «-CS»:

Bread is sold at the baker’s.

X1eb npooaemcs B OyJTOUHOM.

Coffee is produced in Brazil. Kode npoussooumcs B bpazunun.
[JIaroJioM «OBIThY + KpaTKOE MpUYacTHhe:

The first book was printed in Germany. IlepBast kaura 6si1a Hanewamaa B

['epmanum.

The new school will have been built Hosas 1mikomna 6ydem nocmpoena x by
CEHTSIOPS.

the 1st of September. 1

HCONMPCACICHHO-JINYHBIM ITPCAJIOKCHHUCM

Newspapers are delivered in the morning. I'azeTsl docmasnsiom yTpoM.

Dinner was served at 6. O0ex nooanu B 6 4acos.
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IIepeBox macCUBHBIX KOHCTPYKLNN C MPEIIOTaMM:

The film is much spoken about. O6 stom puneme MHOTO 20680psim. YOur
house will be taken care of. 3a Bammm nomom npucmompsim. This book is often
referred t0. Ha 3Ty KHUTY 4acTO CCbLIAIOMCAL.

28 .CorsiacoBanue BpeMeH

Bpewmena 1o cMbICTy

Present Simple He teams English. She is playing tennis. They have
Continuous  |returned.
Perfect

Past Simple You translated the text. She was watching TV. They
Continuous  |had returned by 7.
Perfect

Future Simple We shall call on him.
Continuous  |You will be wearing that hat.
Perfect She will have received your letter by Saturday.

BpeMeHa I10 COIJIaCOBaHHIO

Present Simple He said that |he learned English, she was playing
Continuous tennis.
Perfect they had returned.

Past Simple He said that|you had translated the text, she was
Continuous watching TV. they had returned by 7.
Perfect

Future Simple He said thatjthey would call on him.
Continuous you would be wearing that hat.
Perfect she would have received your letter by

Saturday.

29. IlepeBoa NpsIMOii peun B KOCBEHHYIO

[Ipsimas peub

KocseHHas peub

1. YTBepxaenus

She said: “We have moved into a new

house.”

He thought, “It’s going to rain.”
The announcement said, “The plane
landed a minute ago.

)

She said (that) they had moved into a new
house.

He thought it was going to rain.

The announcement said that the plane had
landed a minute before.
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2. Bonpochr

A. Obwue

“Is it true?” he wondered.
I asked, “Have they got married?”
Mother asked, “Did you meet them?”

He wondered //it was true.
| asked //they had got married. Mother
asked if we had met them.

b. Cneyuanvuuie

“What time is it?”’ [ inquired.

“How many languages can you
speak?” the interviewer asked her. She
wanted to ask him, “How many times
have you visited Canada?”

| inquired what time it was.

The interviewer asked her how many
languages she could speak.

She wanted to know how many times he
had visited Canada.

3. [IpocwObl, mpuKazaHus

“Open your case,” the officer ordered
the passenger.

“Leave my house immediately!” she
shouted to him.

“Wash up after dinner,” Mother said
to her daughter.

“Don’t tell anybody about the
accident,” her brother said.

“Could you help me?” she asked.
“Will you, please, speak louder,” the
teacher demanded.

The officer ordered the passenger to open
his case.

She ordered him to leave her house.
Mother told her daughter to wash up after
dinner.

Her brother asked her not to tell anybody
about the accident.

She asked me to help her.

The teacher asked me to speak louder.

30. TO BE + npujararejibHoe

(mpu4acTHe NpouIeAIero BpeMeHn),

COOTBETCTBYIOIIIEE B PYCCKOM SI3bIKE IJIAT0JIY

to be absent OTCYTCTBOBAThH to be ill 00JIeTh

to be afraid 0OSTHCSI to be interested in  mHTEpecoBaThCs
to be angry CePIUTHCS to be late OI1a3/IbIBATh

to be anxious  OecriokOUThCS to be mistaken OmIuOaThCs

to be aware 0CO3HABATh to be nervous HEPBHUYATH

to be busy 3aHUMAaThCS to be present NpPHUCYTCTBOBATH
to be cold MCP3HYTh to be proud of TOPIUTHCS

to be confused |cMmyIaThes to be sleepy XOTETh CIaTh
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to be content TTOBOJILCTBOBAThCA  [tO be sorry COXKaJIETh

to be delighted [BocxumaTscs to be surprised YV IAUBIIATHCS
to be

disappointed pa3o4apoBaThCs to be tired yCTaTh

to be engaged in panuMaThCs to be upset OropYaThCs
to be fond of YBIIEKAThCS to be used to [IPUBBIKHYTh
to be frightened mcnyrarbcs to be worried 0ECITOKOUTHCS
to be glad aJloBaThCs to be worth CTOHTH

to be hungry XOTETh €CTh

31. I'marojpl-CBSI3KH

- FJ'IaI‘OJIBI-CBHBKI/I, BBIPAKAIOIUC HAJTNYHNC KAa4CCTBA NI COCTOAHUC!

He is 20. Emy 20 ner.
to be Life is interesting.  PKusHbp nunTEepecHa.
She feels well. Omna yyscmeyem ce0si XOpOIIIO.
to feel It feels great. ITO MPEKPaCHO.
to look You look worried.  |Bsl uem-T0 03a0049eHbI?
It seems easy. DTO Kascemcst IETKUM.
to seem He seems OK. Kaoicemcsi, ¢ HUM BCE B TTOPSIJIKE.

- 'marosnbI-cBsI3KH, BhIpaXKarolye MpuoOpeTeHUE HOBOTO Ka4eCTBA WIIH

Nepexo B APYyroc COCTOAHHUC!

She has become an .

to become OHa cTaja aKTPHCOH.
actress.
| got tired of this

to get work. A ycTaut ot 9Toit paboTHI.

to grow It’s growing dark.  [TemHeer.

to turn She turned pale. Ona mo0JiegHeNA.

to fall He fell asleep in OH 3acHyJI Ha 3aHATHHU.
class.

to go She went mad. Oma cormwia ¢ yma.
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32. OcHOBHBIE 3HAYEeHUS] HEKOTOPBIX HanboJiee YacTo ynorpedJisieMbIX

MPeAJIoroB
on MecTa (Ha TTIOBEPXHOCTH) on the table, on the roof on Sunday, on the
BPCMCHH (ITHH ) 2nd of August
no (TeMe, BOIPOCY) Let’s speak on this problem.
in MecTa (8, GHympu) in the house, in the pocket in spring, in
BPCMCHH 1980, in May in an hour, in 5 days, in a
(MecsIr, To) week an exam in maths, a class in English
uepes
no (IpeaMery)
at MecTa (y, 0K0J0) at the table, at the window at school, at
MECTOIPEOBIBAHUE home, at work at 3 o’clock, at that time, at
BPEMCHHU what time look at, smile at, shout at, aim at
d TAK¥XKC:
of COOTBETCTBYET PYCCKOMY a textbook of English, the 23rd of August, a
POIUTEIIEHOMY TIAZCKy time of trouble
to HanpaBiieHus (K, ) komy?  [to me, to her, to his friend to Kiev, to the
Kyna? theatre
by MecTa (y, 0KoJl0) by the window, by the fire
BpeMeHH (k), cooTBeTcTBYeT DY 2 0’clock, by the evening
pycckoMy TBopuTensHOMY  [The song is written by N, translated by M.
MagexKy
with ¢ (keM-11., 9eM-11.), with us, with me, with milk We eat with a
COOTBETCTBYET PYCCKOMY spoon, a fork and a knife and write with a
TBOPUTECIBHOMY ITAJICIKY pen.
without |6e3 You can’t leam to speak English without
speaking. | translated it without a
for BpEMCHHU for 2 weeks, for a long time, for ever for
ol you, for them, for whom
about |o (06) We speak about films, actors and about
no (0e3 onpeeICHHOTO the weather.
HaIPaBJICHU ) They are walking about the garden.
We were walking about the street.
from lom, us from her, from Moscow, from here She
ran from the house.
within s, 6 npedenax You must do it within a week.
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KPATKHUU AHI'JIO-PYCCKHUM CJIOBAPH

Aa

abruptly — Bue3anHo, pe3ko
accelerate — yckopsiTh, pa3roHsAThCS

accept — npuHUMAaTh (MHGOPMALIKIO)
access — BpIOOpKa (M3 TaMsITH); oOparieHre (K mamMsITH); TOCTyIl

accommodate — mpeocTaBIsTh, BMEIIATh, OKA3bIBATh YCIIYTY
accumulator — HakarTMBAIOIIAN CyMMaTOp

accuracy — TOYHOCTh, MPABUILHOCTh, METKOCTh
activate — akTMBU3MPOBaTh, IPUBOJIUTH B JICHCTBHUC

addition — no6aBneHue, MPUOABICHHE, CIOKCHHE

address — anpec; aapecoath; Call ~ aapec BeI3oBa; dummy ~ Tekymmii axpec;
jump ~ dukTuBHEIA anpec; load ~ agpec 3arpy3ku

adjustable — perymupyemsrii

ADSL (Asymmetric Digital Subscriber Loop) — accumerpuunas mudposas
aOOHEHTCKasl JIMHUS

advancement — mporpecc, MpoABIKEHUE

advent — npuxo/1, HaCTyIUICHUE

Al (Artificial Intelligence) — nckyccTBeHHBINH HHTEUICKT

align — BeIpaBHUBATH, MPUCOCIMHSATH

allege — ccputaThes Ha, YTBEPKIATh

allocation — pa3memienue; memory- pacnpeneneHie maMsTH

altitude — BricoTa

ALU (Arithmetic / Logic Unit) — apudpMeTnko-I1oruyeckoe yCTponcTBO

ambiguous — TBYCMBICIICHHBIH, HESCHBIN

amendment — ronpaBka, UCTpaBJICHUE

amount — BeM4KHA, KOJMYECTBO, 00bEM, pa3Mep, CTeIEHb, CyMMa

amplifier — ycunurens; amplify — ycunusarsb

append to — 100aBsATh, IPUCOCTHUHSTD

applet — ( ot application) arutet, npuioKeHHE

area — miomaae, o0JacTb, chepa eI TeIHLHOCTH

ARPA (Advanced Research Projects Agency) — AreHTCTBO IO
NEPCIIEKTUBHBIM HcciienoBaTenbckum npoektam MO CIIHA

array — MaccuB

arsenide — apcenu

assembly — cobpanue, coopka

assign — Ha3Ha4aTh, NMPUCBAMBATh, MMOPYYaTh, MPEAMHUCHIBATH, MMPHIABATH,
npeaHa3HavaTh

assignment — mpucBocHHe; pacrpencienne; address ~ mpucBoeHne aapeca;
unit ~ pacnpezesaenne ycTpoicTs; value ~ mpucBoeHue 3HaUCHHS
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assumption — npeanoaoKeHue, TOMyIICHHE
attachment — kpemrenue, npucrnocodeHue, HacaaKa

authorized — caHKIIMOHMPOBAHHBIM, YIIOJTHOMOYCHHBIN
auxiliary — BcromMoraTeNbHbIi; TOMOJTHUTEIbHBIH

avenue — mpoxoj, Jopora, nyTh
Bb

back-propagation — o6patHoe pacnpocTpaHeHue, oOpaTHas rmepeaada

bear — HOCHTD, TOAIEPIKUBATH, BBIHOCHTD, TEPIICTh

behaviour — pexxum paboThI (MaIIMHEL), TOBEICHHE

binary — aBon4HbIi; OMHAPHBIH

BIOS (Basic Input-Output System) — 0a3oBas cucTeMa BBOJa-BbIBOA,
bCBB

blank — poGen, npormyck

Boolean algebra — 6ynesa anredpa, anredpa Joruku

boot — 3arpy»xaTh

bottleneck — y3kwuii; 3atop

bottom — nHO, HU3

branch instructions — koMaHIbI BETBICHUS

browse — paccMaTpuBaTh, pasrisAbIBATh, IPOJIUCTHIBATE, IPOCMATPUBATH

browser — 6pay3ep, nmporpamma nmpocmotpa Web, naBurarop

built-in — BcTpoeHHBIH, BMOHTHPOBAHHBIH

bulky — rpomo3saxuit

bus — kanan (nHbOpPMAIHHK), ITUHA

buzz — 3aBucath

byte — Gaiit; cior

Cc
calculation — BerumcieHue; pacyer
call-in — BeI30B
capability — ciocoOHOCTB
capacitor — koHaeHcaTop
capacity — eMKOCTb, BMECTHUTEIILHOCTh, CIIOCOOHOCTH, IPOM3BOIMMAs

MOIIHOCTh
card — kapra; maTa
carry out — BBIIIOJIHATD, HCIIOJIHSTE, IIPOBOIUTh, OCYIIECTBIISATH

CD-ROM (Compact Disk Read Only Memory) — koMmakT-anuck
censorship — en3ypa
CERN (European Organization for Nuclear Research) — Espomeiickas
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opraHu3anysd 1o AACpHbIM UCCIICTOBAHUSAM

character — 3nak, cumBou, 1udppa, Oyksa
charge — 3apsin, omnara, 3apskaTh (AKKyMyJISTOP
chart — quarpamma; flow ~ 6;10k-cxema

circuit — cxema; uernp
circuitry — merm
click — memuox

Clock Pulses — takroBas yactoTa

clockwise — 1o 4acoBoii cTpernke

coaxial — koakcuanbHBI#

collaboration —corpyanuuecTBo

commodity — ToBap, IpOIYKT

compare — cpaBHHBATh

compatible — coBmecTuMBIit

competitive — KOHKYpEHTOCIIOCOOHBIH, OCHOBAHHBIH HA KOHKYPEHITUH
complementary — 1onoaIHATEIbHBIH

compound — cocTaBHOM, CI0KHBII; CMECh, COEIUHEHHUE
COMpress — cxxuMath, MPeccoBaTh, COKpaIaTh
concentric — KOHIICHTPUYECKUT

condition — ycioBue, COCTOSIHUE

congestion — neperpyKeHHOCTh, IEPEHACEIICHHOCTD, 3aCTOM
CONServe — coxpaHsTh, palldOHAIBHO HCIIOJIb30BaTh
CconsuMmMer — moTpeOuTeNb

continuOUS — HeMPEPBIBHBIHN, CIUTOIIHOM, JTUTEIbHBIN

contribute — nenate BKJIaa, BHOCUTH, y4aCTBOBAThH
conventional — oOmienpuHSTHIA

convert — mpespaiiarh, IpeodpPa3OBHIBATH
copyright — aBTopckoe mmpaBo

COre — orepaTUBHAS MAMATh HA MAaTHUTHBIX CEPJICUHUKAX, )KHIIA, CEPJICUHUK,
PO MUKpOIIpoLieccopa

corporate — kopropaTUBHBIH, OOIIIHIA

counter — cYeTYrK; MEePECYeTHOE YCTPOMCTBO

counterclockwise — mpoTuB 4acoBoi CTpenKu

counterpart — komus, IBOMHMK; counterpartS — mnuma, BElM, B3aUMHO
JOTIOJIHAKOIIKE APYT Ipyra

COvVer — 3aKkpbIBaTh, IIOKPBIBaTh, IIPEAyCMAaTpuBaTh, PaCCMaTPUBATh,
OXBaTbIBATh

CPU (Central Processing Unit) — nenTpasbHbIii Mukpomnporieccop, LIITY
crash — maBathb cOou
CRT (Cathode Ray Tube) — siiekrponHo-yueBas Tpyoka, JIT

CUStOMEr — KIMEHT, MOKYIIaTeNb, 3aKa34nK
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cycle — ki, mepuon
Dd

data — nanHbIe; HHGOpPMALIHS

decay — pa3spyuieHue, pa3ioKeHHE
decision — pemenue
declaration — onmcanme

decoder — nexonep, IeKOAMPYIOIIEE YCTPOMCTBO, ISP PATOP

dedicate — mocssmars; dedicated — BeIneIeHHBIN, ClIEIMAIBHBIHN,
Ha3HA4YCHHBIN

deem — nmonaraTb

delay — orkmaaeiBaTh, 3a1¢pKUBATH, MEIIUTh

density — mI0THOCTD, KOHIICHTPAIUS

departure — yxo; OTKIIOHEHHUE

deployment — mucnorupoBanue
derive — nonyuaTh, u3BiIeKaTh; derive from — nmoayyaTs OT, H3BJICKATh U3,

IPOUCXOIUTH OT
designate — Ha3Ha4aTh, 0003HAYATH
develop — pa3BuBarh, pa3pabaTbiBaTh, KOHCTPYHPOBAThH
device — ycrpoiicTBO, mpudOp, CPEACTBO
dexterity — 10BKOCTb, COOOPA3UTEIBHOCTD
dial-up — xoMMyTHpyeMBIit 10 Tene)OHHON THHUH
digit — mudpa; paspsia
dimension — u3mepenue, pa3Mepbl, BETUUINHA
discriminate — paznu4ars
disparity — HepaBeHCTBO
disrupt — mapyrrarts
disseminate — pacipocTpaHsTh (y4eHuUe, B3TJISIIbI)
distinguishable — pazmuunmerii
distributor — pacnpenenurens
diverse — pazHooOpa3HbIii
domain — BrnageHue, umeHus1, 00J1aCTh, cepa
dominance — npeobaganue, TOCIOICTBO
download — 3arpy>aTh ( B maMsTh)
drain — ocy1ate, HCTOMIATH
driver — yrpasJisitoriiast mporpamma; JapanBep
drop — poHsITh, OIyCKaTh, MOHWKATh, HCKITIOYATh, CTUXATh
DSL (Digital Subscriber Line) — aGonenTckas 1iudpoBast TUHHS
DWDM (Dense Wave Division Multiplexing) — mynpTuIiekcupoBanue 1o
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JUTMHE BOJIHBI, TEXHOJIOTHSI CHEKTPAIBHOTO YIIJIOTHEHUS
dye — kpacuTens, kpacka

Ee

eliminate — ycTpaHsATh, HCKJIFOYATh, JINKBUIUPOBATH
emergency — HenpeABUICHHBIN CIIy4dail; aBapus
enable — cmoco6¢cTBOBaTH, TaBAaTh BO3MOKHOCTh

eNncompass — OXBaThIBATh

encounter — BCTpETUTHCS C; CTATIKUBATHCS C

encrypt — mmdpoBatb, 3aMdpoBaThH

enhance — yBeuuuBaTh, yCUIMBATh, YIy4lIaTh, PACIIHPATH
ensure — odecrieyuBaTh

enterprise — npeanpusaTUe; V npeanpuHIMATh

equal — paBHBIN, OJMHAKOBBIIA

equipment — obopymoBaHue; COMputer ~ ammapaTypa KoMIibloTepa; control
~ ammaparypa ynpasnenus; peripheral ~ Baensee odopynoBanue

erase — cTuparhb

etch — rpaBupoBath, 3ane4aTiacTh
evaluate — ouenuBarn

evenly — paBHOMEpHO, pOBHO
evolve — pa3BuBaTh, 3BOJTOIIMOHUPOBATD, PA3BUBATHCS

exceed — peBBIIIATE; IPEBOCXOACTBO

execution — BBITIOJTHEHHE

exhausted — u3HypeHHBIN, H3HEMOKEHHBIN, N3HOIIEHHBII; exhaustively —
HCYUEPIIBIBAIOLIIE

exhibit — sxcrioHUPOBaTh, BHICTABIIATH, TPOSBIIATH

expand — paciupsTh, yBeIHUHUBATh

eXp0Se — pacKkpbIBaTh, 0OHAXKAThH; EXPOSE 10 — moBepraTh
extensive — oOIIMPHbBIN, 3HAYUTEIBHBIN

extract — ynansith, 100bIBaTh, BHITATUBATh
Ff

facilitate — cnoco0cTBOBaTH
fade — BeIIBeTaTh, YracaTh

failure — moBpexxaenue; cooi

feature — gepta, ocoOEHHOCTD, TIepeayva; XyA0KECTBEHHBIN
feedback — obpaTHas cBs3b
fiber — BomoxoOHHBII
file — ¢aiin; maccus
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firing rate — KI1JI (xomst paGoTaronx HEHPOHOB)
firmware — nporpammuoe obecnieueane IBM, BCTpOCHHOE B TAMSTh

fixed-point numbers — ducia ¢ GukcHpoBaHHOM 3aIATOM (TOUKOI)
flags — daru, npus3Haku, HHANKATOPBI

flexible — ru0kwmii

flip-flop — mynsTHBHOpaTOP, TPHUITED

floating — muaBaroIIMii; OTKIIIOUEHHBIN

floating-point numbers — gucira ¢ miaBaromei 3amaToi (TOYKOH)
floppy disc — nuckeTa, THOKHI (MATHUTHBIN) JUCK

focus — cocpenorounBaTh, coOMpaTh

forward — mepechbL1aTh, IPOABUTATh

FTP (File Transfer Protocol) — mpoTokon nepemaun ¢haiiaos

funds — cpenctsa, 3anacel, (OHIBI

fusion — maBka, paciiaBeHHas MacKa, CILJIaB, CJIMSHUEC, 00ObEAMHECHUC

Gg

gain  — ycwieHue, KOIPPHUIMCHT YCWICHHS, NPUPOCT, YBEIHYHUTH,
npuoOpeTaTh, HAOUpaTh, 00ECIEYNBAThH, TOOYK/1aTh

gallium — rammmii

gap — Opelib, pacXoJI€HUE, IPOPHIB, IPOOE

generalize — 06001aTh

generate — mpou3BOUTh, BHI3bIBATh, CO3/aBATh
generation — mpou3BOCTBO; co3aanue; mokoseHue (OBM)

goal — menp
guide — BOIUTh, BECTH, HAIIPABJIATH

Hh
handheld — pyunoii
handle — pyuka; v oniepupoBaTh
handling — oOpamenne (¢ 4em-nmub0), 00paboTKa, MEpeMeIleHuE,

TPaHCIIOPTHPOBKA
hard disk — sxkecTkuii qUCK, TUCKOBOJ, BUHYCCTEP
hardware — obopyoBaHue, «KelIe30%
head — 3aronoBok; read/write ~ yHuBepcabHasi TOJIOBKA (IJISI CUATHIBAHHS

3aIHCH)
heading — 3aromoBok
heat up — corpeBartbcs, MoAOrpeBaTh, Pa30rpeBaTh, 00OTPEBAThH
heuristic — sBpucTHUeCKUi
highway — mocce
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HTML (Hypertext Markup Language) — si3pIk TUTIEpTEKCTOBOM pa3MeTKH
hub — koHneHTpaTop, xab

IC (integrated circuit) — uaTerpampHas Mmukpocxema, MC

identification — uxeHTHDUKAIHAS

Immense — HeoOBATHBIA, OrpoOMHBIA; Immensely — OGeckoHedHO,
HEOOBIYaITHO

impede — 3aTpyTHSATH

Imperfect — HecoBepIieHHBIH, 1)K THBIHI

imply — o3Ha4aTh; moapasymMeBaTh

Impose — oGarath, HaBsI3bIBATh

in full strength — B mosHOM cocTaBe

In turn — o ouepenu

inadvertently — aeymbinuieHHO
inception — oTKpbITHE, OCHOBAaHUE, HAYAIIO

incompatibility — recoBmectumocTtsh; incompatible — coBepriieHHO pa3HBIi,
HECOBMECTUMBIU

Incorporate — comepikarh, BKIOYATh

increment — yBenuueHue, IpupaiieHne, HHKPEMEHT

index — rmokasareib

indicate — yka3sIBaTh Ha; AaBaTh 3HATh O; IIOKA3BIBATh, YTO

inference — 3axroueHne, BEIBO

infringement — Hapymenue, yreMieHHe, MOCATaTEIbCTBO
inherent — mpupoXxIeHHBIN, CBOHCTBEHHBIH, IPUCYIITHI

INput — BBOJI; BXOJHOE YCTPOUCTBO
inquiry — 3anpoc
insight — mpoHMIIaTEIbHOCTD, TOHUMAHUE

install — ycranaBMBaTh, HHCTATUPOBATH

instruction — komanma

integer — menoe 4ncio

integral — HEOTBEMIIEMBIiA

integrated — uHTErpPUPOBAHHBIN, OO bEAMHEHHBIN

interact — B3anmoeiicTBoBaTh; interaction — B3auMOCBS3b

interface — unaTepdeiic (00JacTh B3aUMOJCHCTBUSA MEXKIY 4YEIOBECKOM H
KOMITBIOTEPOM

interfere — BMemMBaThCs, MEIaTh, TPOTATh

intersection — nmepecevyenue, ToUKa MepeceUeHUs

introduction — BBeeHue, 3HAKOMCTBO
involve — Bkiro4aTh B ce0s, COAepKaTh
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ISDN (Integrated Services Digital Network) — mmdpoBas cetb ¢
KOMIIJICKCHBIMHU YCJIyIraMH

ISSue — u31aBaTh, BEIIABATH

item — siemeHT; equHALA uHpopMaru

J]

jump — mepexo; KOMaHAa epexoa; V — mepexoauTh; conditional ~ ycnoBHbIi
niepexo;1; unconditional ~ 6e3yciioBHEII epexo
jump instructions — koMaHIbI IEpEX0/1a

Kk

Key — kiTi04; KHOITKA; KJIaBHIIA; KO

keyboard — xi1aBuatypa; KOMMyTaI[MOHHAS TIAHEITh
keypunching — nepdopupoBanue

Kit — Habop, KOMILIEKT, KOHCTPYKTOP
know-how — ymeHue; 3HaHHE Jeia

LI

label — metka; npenTUdUKaTOpP; V MapKUpoBaTh

lack — orcyTcTBHEC
laptop — mopraTuBHBII

large-scale — kpynHOMacIITaOHbIH

launch — criyckatb, HaunHATh, IPEANPUHUMATE, OPOCATh, 3aTyCKAaTh,
BBINTYCKaTh, OpOCaThCs

leak out — BeITEKaTh, MPOCAYMBATHCS

lift — mogHMMaTh, CHUMATh, TAIMTh, PACCEUBATHCS

line — nuHMS; mpoBo

loader — mporpamma 3arpy3ku

login — perucrpanus

loop — netas, criupasib

loss — yrpaTa, yOBITOK, TOTEPS, TPOUTPHILII

Mm

mainframe — ueHTpanbHBIH OJOK OOpPAOOTKM JAaHHBIX, BBIYMCIIUTEIIBHAS
MalIuHa
maintenance — noaaep>kanue, coaepkaHue, 00CITy)KUBaHHUE, YTBEPIKICHHIE
107



Major — rIaBHbIM, OOJBIINI, 00JIee BaXKHBIN
malfunction — HencrpaBHOCTH

manual — pykoBocTBO; adj py4Hoii; computer ~ uactpykims Kk OBM
manufacture — u3roToBiATh, Mpou3BOAUTH; Manufacturer — mpousBoaUTENH
matrix — MaTpuIia; ceTka u3 CONpPOTUBICHHHA

memorize — 3armoMHHATh; XPaHUTh

memory — mamste; addressable ~ oneparuBHas mamsth; external ~ BHemHssA

namsiTh; internal ~ BHyTpeHnsist mamste; magnetic bubble ~ marautHas my3eippKOBast

IIaMsATDb

merchant — Toproser
microcircuit — Mmukpocxema

MIME (Multipurpose Internet Mail Extension) — MHoromeineBbie

pacuIMpeHust MOYTOBOU ci1ykObl B MIHTEpHETE

CCTh

MIiMIC — UMUTHPOBATH, MTOAPAKATH

MINOr — He3HAYNTEIBHBIN, MEJIKHUI, HECOBEPIICHHOICTHUI
MOonNIitor — KOHTPOIUPOBATH

multitasking — MHOTO3a1a4HEI pesKUM

mutual — B3auMHBIA, 0000 JHEIHN, OOIIHIA, COBMECTHBIN

Nn

NAT (Network Address Translation) — TpaHCsIIHs CETEBBIX aAPECOB
navigate — ynpaBisiTh, ONPEACIISATh MaPIIPYT
network — ceth; cxema; ceteBol rpaduk; KoHTyp; heural network — HerpoHHas

node — y3en
notation — npencraBiieHne, HoTarwst; NuMmerical ~ yrciioBoe npeacTapicHUe

Oo

on-line — HeaBTOHOMHBII1; HE3aBUCHMBII

operation — eiicTBIE; OMEPaIHs; PEKUM

operator — oneparop

option — BapuaHT, BEIOOD

originate from — mpoucxoaute 01/U3; Originate in — 3apoxaarbes B
outcome — ucxox, pe3yabTar

output — BbIXOM; BBIBO; pE3yJIbTAT

overflow — nepemnonHeHue; H30BITOK

overhead — HaBepXy, BepXHUI, HA3EMHBIN

overlap — coBnazeHue

overwhelming — moJiHbI#, MOAaBIIAIOMINIH, HEBBIHOCHMBIH
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OVerwrite — mepenuceIBaTh
Pp

package — momyiib; 00K

particular — ocoOmrit

payload — mone3nas Harpy3ka

permanent — moCTOSIHHBIN, CTOMKHAMN

permit — mo3BoJIsATh, pa3periarh, 1aBaTh BO3SMOKHOCTD
pIt — sima, AMKa, maxra

place — paspsn

playback — Boctipou3BeieHIE; CUUTHIBAHUE

plug v — moakrouare; plug-in — cheMHBII; CMEHHBIH

portion — yactsk, 1071, yAET, y4acTh
pOssess — obmanatk; ~ the value- mpuHUMAaTh 3HaAUYECHUE

POWer — cujia, MOIIHOCTh, BIIACTh, CTEIIEHb
precision — TO4YHOCTh

predict — npencka3ssiBath; predictable — npenckazyemprit
print — mpudT, 3cTamII, TpaBOpPa, OTIEYATOK, CIIE]T
printer — neyaTaroiee yCTpOrRCTBO

private — TMYHbBIN, TePCOHATBHBIN
probability — BeposiTHOCTB

processing — o0paboTKa JaHHBIX

program(me) — mporpamma; V - mporpaMMHPOBATh

program counter — caeT4uK KOMaH I, TPOTPaMMHBIN CUCTUNK
propagate — pacnpoCTpaHsATh, Pa3BOJIUTH

property — cBoOiCTBO; 0COOCHHOCTD

province — o01acTh

proximity — 6130¢Th

punch — nmpobuBka; iepdoparys; V - neppoprupoBaTh

pursue — mpecneaoBaTh, OCYIIECTBISATh, 3aHUMATHCS, CIIET0BAThH

Qq

quadruple — yBennuuBaTh(Cs) B YSTHIpE pasa
quality — kauecTBO; TOCTOMHCTBO

quantify — usmepsTh

quantity — koM4ecTBO; MaT. BEJIMIMHA
guantum — KBaHTOBBIN

query — 3arpoc Ha o4Yepe/ib; BOIPOC
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queue — odepeb; OUEPETHOCTD (3aMPOCOB)
quotient — yactHoe; K03 dHUIIHEHTE

Rr

RAM (Random Access Memory) — omepaTuBHasi MaMsATh, OIEPATUBHOE
3anoMuHaroIiee ycrpoicrso, O3Y

random — cirygaitHbIi{, IPONU3BOJIBHEIH

range — nomemarb, CTaBUTh B pAJl, KOJIEOATHCS

rate — koa(purtuent, creneHb, CKOPOCTh, TEMII, YPOBEHb
ratio — otHoreHue, K03hGUIMEHT, COOTHOIICHNE
read-in — BBOJI (3amuch) mporpaMMsl B mamsite IBM
readout — cuuThIBaHKE

recipient — mosy4arenb

record — 3amuch; 3aMMChHIBaTh

reel — xarymika, 600nHa

refer to — ccplaThCS HA, OTHOCHTRCS K

region — o0acTh; qUana3oH

reinforce — ykperisth, mOAKPEIUISITh
relay — nmepenaBaTh, TPaHCIUPOBATH; pelie, MEPEKIFOYATEb

release — Bbimyckath (HOBYKD BEPCHIO TPOTPAMMHOTO — H3JIEIHsA);
0CBOOOKIaTh, BBITYCKATh, OTITYCKAaTh, IEpeIaBaTh
reliable — nagexwHsIit, TOcTOBEpHBII

relieve — obmerdarh, yMEHbBINATh, OCBOOOXIATh, OKAa3bIBATh ITOMOIIIb,
CMECHSITh

remote — oTHaJIeHHBIN, 3aMKHYThIN, HE3HAYUTEIbHBIN

remove — yansrh

replace — 3amerath

require — Hy>KaaTbcs, TpeOOBaTh; requirement — tpeboBaHue; HEOOXOAUMOE
yCIIOBHE

research — Hay4Ho-HcClIe0BaTelIbCKas paboTa

resemblance — cxoxcTBO

reside — mpoxuBaTh

resident — pe3ueHT; pe3uIeHTHAS YaCTh TPOrPaMMBbI

respond — oTBeuyaTh, pearupoBaTh, MO IABATHCS

restrict — orpaHUYNBaTH

result in — 3akaHYMBaTHCS

retailer — po3HuuHBIN TOProBeil

retain — coxpaHsTh, YAePKUBAThH

retrieval — nouck (uadopmarum); retrieve — u3Biiekatb HHGOPMAITUIO

revenue — 10xo/bl
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robust — kpernkwii, HaACKHBIN, YCTORYUBBIA K OIIMOKAM

ROM (Read-Only Memory) — mocTosiHHOE 3allOMHHAIOIICEe YCTPOMCTBO,
I3y

root — kopessn

router — mapmpyTtuzarop ( B ceTH)

routine — (cranzapTHas) IporpaMMa

uN — BBINIOJIHATD, TPOTOHSATH (MPOrpPaMMy)

Ss

sacrifice — mpuHOCHTD B XKEPTBY, JKEPTBOBATH

safe — Oe30macHbIH, 0JIArONMOTYYHBIN, HaICHKHBIN
sample — npo0a, obpaserr

scale — mkana; macmrad

scan — CKaHUPOBAHHUE; MPOCMOTP

scholar — crunenuat, yaeHsIi

script — cueHapuii, mpuQT, KOHCTIEKT

semiconductor — moyrympoBOTHHK

sequence — mocjeI0BaTeIbHOCTh; Sequential — mocieoBaTeNbHbIH
setting-up — cbopka; HacTpoiika

share — nenuTh, pa3nensTh, BIAJICTh COBMECTHO

shift — cur

sign — 3HaK

silicon — kpemumii

similarity — mogo0wue; similarly — mogo6HsIM 00pa3oM, TaKUM ke 00pa3oM
simplification — ymporenue

simulate — cumynupoBath, H300pakaTh

simulation — MmomenupoBaHue; IMHATAIHS
simultaneously — omHOBpeMeHHO

site — crpanmIa, caiT

SMooth — rimaakuii, CIIOKOWHBIN, MATKUIN

software — KOMITbIOTEPHBIE ITPOrPaAMMBI, TPOrPAMMHOE 00ECIICUCHHE
solution — perrenue, pacTBOp

specification — cnenudukanus, TpeboBaHue

speculate — pa3MbITILIATE

speculative — mpeamonaraemprit

SpiN — KpyTUTh, BpalaTh

Spot — mATHO; sSTYekKa

spreadsheet — sirekTponHas Tabimia

square — ruIoIIaab, KBaJApPAT, KBAAPATHEIHN (110 hopme)
stack — kurma, cromnka
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start — myck; V — 3amyckarb
storage — 3armoMuHarolIlee yCTporuCTBO

store — 3aIIOMHHATH, XPAHUTh
straightforward — gecTHbIMH, IPSIMOM, OTKPBITHIH

stream — TeyeHue, MOTOK

strength — cua, IPOYHOCTH, KPEITOCTh

string — cTpoka, psizI, BepeBKa, IIHYPOK, CTPYyHA, HUTKA
subscription — moanwucka, (WICHCKHIA) B3HOC

subsequent — mociemyrommii; subsequent to — Beien 3a

substitute — 3aMeHsTE, 3aMeNIaTh, KCIIOJIL30BATH BMECTO YErO-IH00
sufficiently — noctarouno, B 10CTaTO4YHOMN Mepe

suite — amapTaMeHThbI
superscalar — cynepckanspHblit
supplementary — goHoOMHUTEIBHbIH

Surpass — rmpeBoCXo01UTh

survey — TIPOU3BOJTUTH OCMOTp; OCMaTpUBATh;
TororpaduuecKas/reoie3nuecKas CheMKa, HHCIIEKITUS, UCCIIC0BaHUE, OIICHKA

synchronize — cBepsATh, CHHXpPOHHU3HPOBATh

synchronize with — coBmagats (1o BpeMeHH) ¢

system — cuctema; COBOKYIHOCTb

Tt

tabulate — cBoUTE B TAOIHIIBL; TAOYIHMPOBATH

TCP/IP (Transmission Control Protocol/Internet Protocol) — mnporokon
yIPABJICHUS epeavyeil / MexxceTeBOr MPOTOKOI

terabyte — repaGaiit

term — TepmuH, cpok; cemectp; iN ~S Of - Ha SI3bIKE; C TOYKH 3PECHUSI

terminal — TepMuHaIT; OKOHEYHOE YCTPOHCTBO

time-table — BpemenHas quarpaMma; pacrnucanue

tiny — kporeuHbIii

tolerance — momyck; JOMyCTUMOE OTKIIOHEHHE

toll-free — 6GecrmaTHbIN

tOp — BepXHsAA 4acCTh, BEPLUIXHA
trace — yepTUTh, IPOCIICKUBATH

traffic — morok uHMOpMaIWH, ABMKEHUE, HElleraabHast TOPTOBJIS

train — xox, Lemns

train on — HampaBJIATH HA

transfer — mepemava; mepechlIKa; IMEpeXod; V - TMEPEHOCHTH; BBIMOIHSITh
KOMaH/Iy Iepexo/a
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transmission — nepenava

transputer — TpacmbloTep, CBepXOoibllas WHTErpajbHas cxema s
MHOTONpoIeccopHbIX IBM HOBBIX MOKOJIEHUI

treatment — oOpaboTKa; uccieI0BaHUE

tremendously — upe3Bbryaitio

tube — Tpy0a, kamepa

Uu

undergo — moaBeprarbCs, UCIBITHIBATH, [IEPECHOCUTH
unforeseen — HenpeABUACHHBII

unify — o0ObeIUHSATE

universe — 00J1acTh; COBOKYITHOCTb

update — BHOCHUTb U3MEHEHUS U JAOTOTHEHHUS
updating — KOppeKTUPOBKA; MOICPHH3AITHS
up-to-date — coBpeMeHHBIN; HOBEHIIIHIA

URL (Uniform Resource Locator) — yHuHIHpOBaHHBIH yKa3aTellb
(upenTudukaTop) pecypca
usage — MCIIOJIb30BaHKE; IPUMEHEHNE

Usenet — cucrema tenekoHdepeniuii MuTepHeTa
utility — cepBucHas nporpamma

Vv

valid — meficTBUTENBHBIN; TOCTOBEPHBIN

variable —mepemennas (BenmunHa)

variety — pasHooOpasue; psiJi; MHOKECTBO

vast — rpomaHbINA, OOMTUPHBINA, HEOOBIATHBIN
vehicle — eTaTenbHBIN anmapar; CpeICTBO MEPEIBHKCHUSI
verify — mpoBepsTh, MOATBEPKIATH

vertebrate — mo3BoHOYHOE

via —gepes

viable — KOHKYPEHTOCTIOCOOHBIH, OCYIIECTBUMBIH
vice versa — HaoOopoT

View — BUJI; H300paKeHHE; TIPOCKIIUS

violate — HapymiaTh, OCKBEPHSATh

Vvision — 3peHwue, BUICHHE

Ww

wafer — (kpeMHHUEBas) IACTUHA, «Ba(IISD)
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wave — BoJIHA; KojieOaHue

wear — M3HOC; U3HAIINBATHCS, HOCUTHCS, HA/IeBaTh, HOCUTh
WINndow —OKHO; 4acTh 3KpaHa AUCILICS

wipe-out — ctupanue (C MAarHUTHO#H JICHTBI)

wire — mpoBoI, MPOBOJIOKA, TEJIETPaMMa; TelerpapupoBaTh
writing — 3anuch; TOKyMEHT

Yy

ylEld — CAaBaTbCA, IPUHOCUTDL, OTCTYIIATh, BO3BPAIldTh, BBIIABATH
Zz

Zero — HYJIb, HYJICBAs TOYKa

zero-address — Oe3aapecHbIN

Zone — 30Ha; 007acTh; 30Ha TNepdokapTel; StOrage ~ 30Ha 3aMIOMHUHAIOIIETO
YCTPOMCTBA
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